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Abstract

In this paper, we introduce our method for ActivityNet
Challenge 2018 Task C (Moments in Time). We used a 3D
convolutional neural network (CNN) pretrained on Kinetics-
400, and finetuned it on Moments in Time. We experimen-
tally evaluated the performance of our method.

1. Introduction
We focus on the trimmed event recognition task (Task C)

in ActivityNet Challenge 2018. We use a 3D convolutional
neural network (CNN) pretrained on Kinetics-400 [1] to rec-
ognize events. In our previous work [2], we trained various
3D architectures on Kinetics-400 and released them1. We
use the pretrained ResNeXt-101 for the recognition on the
Moments in Time dataset.

2. Implementation
We use stochastic gradient descent with momentum to

train the network and randomly generate training samples
from videos in training data in order to perform data aug-
mentation. First, we select a temporal position in a video
by uniform sampling in order to generate a training sample.
A 16-frame clip is then generated around the selected tem-
poral position. If the video is shorter than 16 frames, then
we loop it as many times as necessary. Next, we randomly
select a spatial position from the 4 corners or the center. In
addition to the spatial position, we also select a spatial scale
of the sample in order to perform multi-scale cropping. The
scale is selected from
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. Scale 1 means

that the sample width and height are the same as the short
side length of the frame, and scale 0.5 means that the sample
is half the size of the short side length. The sample aspect
ratio is 1 and the sample is spatio-temporally cropped at the
positions, scale, and aspect ratio. We spatially resize the
sample at 112 × 112 pixels. The size of each sample is 3

1https://github.com/kenshohara/3D-ResNets-PyTorch

Table 1: Accuracies on the Moments in Time validation set.
Average is averaged accuracy over Top-1 and Top-5.

Method Top-1 Top-5 Average

ResNeXt-101 28.5 53.9 41.2

channels × 16 frames × 112 pixels × 112 pixels, and each
sample is horizontally flippedwith 50%probability. We also
performmean subtraction, which means that we subtract the
mean values of ActivityNet from the sample for each color
channel. All generated samples retain the same class labels
as their original videos.

In our training, we use cross-entropy losses and back-
propagate their gradients. The training parameters include
a weight decay of 0.001 and 0.9 for momentum. When
finetuning the network, we start from learning rate 0.01, and
divide it by 10 after the validation loss saturates.

3. Experiments
Table 1 shows the results on the Moments in Time val-

idation set. We recognized the videos of the test set using
this network, and submitted the results.

4. Conclusion
In this paper, we described the submission for the Task C

of ActivityNet Challenge 2018.
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