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Formula-driven Supervised Learning (FDSL) Method

To enhance the performance of FDSL, we test the following hypotheses 1 & 2

l Classes are defined by parameters used to generate the images

l We generate 1k instances per class through transformations

l We use the same parameters as the DeiT paper

l Each of the large-scale runs were performed only once

l Real images come with privacy/copyright issues and societal biases 

l Do we actually need real images to pre-train vision transformers?

We show that the performance of FDSL can match that of ImageNet-21k without the use of real images, human-/self-supervision during the pre-training of ViTs.

Hypothesis 1: Object Contours are what matter in FDSL datasets
l In our preliminary study we found that attention was focused on the outer contours of the fractals

l We created a new dataset that consists only of contours – Radial Contour DataBase (RCDB)

l Despite the lack of any texture, RCDB performed close to FractalDB and outperformed ImageNet-21k

Hypothesis 2: Increased number of parameters in FDSL pre-training
l We tested various synthetic datasets with varying complexity of images

l For RCDB, we changed the number of polygons, radius, line width, resizing factor, and Perlin noise

l Complex images increases the difficulty of the pre-training task and leads to better downstream performance
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CONCLUSION
l We provided empirical evidence that support our two hypotheses

l Our proposed method can surpass the accuracy of a ViT pre-trained on ImageNet-21k

l We performed ablation studies to identify failure modes of FDSL

Comparison: Imagenet-1k / MSCOCO

Swin Transformer backbone, Mask R-CNN head, 60 epochs fine-tuning
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Failure modes in FractalDB

Failure modes in RCDB

Although the fractal images with 50k+ points 
successfully trained the visual representations, 
the fractal images with 10k- points failed

l Example of RCDB with broken contours

l Attention maps with the pre-trained 
models on RCDB w/ and w/o broken 
contours, respectively

Results, image examples, and attention maps in point-rendered FractalDB and RCDB with corruption


