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Abstract—The percentage of pedestrian deaths in traffic ac-
cidents is on the rise. In recent years, there have been calls
for measures to be introduced to protect such vulnerable road
users as pedestrians and cyclists. In this study, a method to detect
pedestrians using an in-vehicle camera is presented. We improved
the technology in detecting pedestrians with highly accurate
images using a monocular camera. We were able to predict
pedestrians’ activities by monitoring them, and we developed an
algorithm to recognize pedestrians and their movements more
accurately. The effectiveness of the algorithm was tested using
images taken on real roads. For the feature descriptor, we found
that an extended co-occurrence histogram of oriented gradients,
accumulating the integration of gradient intensities. In tracking
step, we applied effective motion model using optical flow for
Particle Filter tracking. These techniques are valified by using
images captured on the real road.

I. INTRODUCTION

In Japan, the number of pedestrian deaths was 4,611 in
2011. Over the next several years, the number is likely to
decrease still further. However, the percentage of pedestrian
deaths among all deaths in traffic accidents is increasing [1]. In
an effort to reduce pedestrian deaths, investigations are being
made in the area of a pedestrian intelligent transport system
dTs).

Along these lines, we are currently studying a pedestrian
active safety (collision avoidance) system, which is able to
detect and track pedestrians by means of an in-vehicle sensor
and employ automatic braking. And we can expect much
of this system. The use of in-vehicle cameras is efficient in
detecting obstacles, and many studies have been devoted to
pedestrian detection by means of cameras. Researchers have
been studying about active safety technologies for traffic safety
[2][3]. Dalal et al present a human classification feature, called
Histograms of Oriented Gradients (HOG), and a linear SVM as
a learning classifier. Now many HOG-based methods are pro-
posed, moreover, HOG is recently improved for high-accuracy
detection. Joint HOG [5] and CPF (Co-occurrence Probability
Feature) [6] are the one of improved HOG method. These
features consider co-occurrence feature using returning value
of classifiers. Haar-like, Haar-wavelet and Edge Orientation
Histograms are also used to detect pedestrian in real-world
roads. Co-occurrence of Histograms of Oriented Gradients
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(CoHOG) is known as state-of-the-art method in the field
of pedestrian detection. CoHOG feature descriptor represents
edge-pair as a histogram from image patch.

Recently, object detection using stereo cameras has been in-
vestigated. Stereo-based method can easily refine background
area and separate from pedestrian area. Many methods are
adopting stereo-based approach, e.g. Broggi et al[8], Krotosky
et al[9], and so on.

However, because of the high costs of stereo technology, a
monocular camera technique is preferable. On the other hand,
the use of monocular cameras as driving recorders is on the
rise and they are frequently used as such by taxis all over the
world. Accordingly, we devoted our efforts to developing a
pedestrian active safety technique using a monocular camera.

In this paper, we present high-accuracy pedestrian detec-
tion and tracking techniques using monocular camera. The
improvement version of COHOG [7] is used for detection, and
optical-flow-based motion model is implemented as tracing
method. An in-vehicle video is captured using a camera
attached to the rearview mirror. The system detects any
pedestrians that appear in the vehicle’s path. After detection
and tracking, the system sends a warning signal to the driver
warning or it automatically engages the brake.

A signal is emitted by the vehicle to warn the pedestrian.
The system is able to judge the situation and the human
reaction, and if it determines that there is the possibility of
collision it engages the brake after warning the driver. By
avoiding collisions, the system is able to reduce the incidence
of traffic accidents. Owing to the recent increase in the use
of monocular in-vehicle cameras, it is necessary that such
cameras be used to detect pedestrians.

II. PROPOSED METHOD

Fig.1 shows the sequence of events in our proposed method.
A video is made of the area in front of the vehicle by means
of the in-vehicle camera. Symmetry is judged from the left
and right images of the pedestrian by means of high-speed
processing, and the pedestrian candidate area is narrowed
down. The edge detector and binarization is carried out on the
source image. The current method for capturing a pedestrian’s
shape employs co-occurrence histograms of oriented gradients
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Fig. 1. The flow of pedestrian active safety system
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Edge detection and binarization

(CoHOG) [7]. In this paper, however, we propose the use of
extended CoHOG (ECoHOG) as an improvement of CoHOG.
We implemented Particle Filter [11] for pedestrians tracking.
Optical flow [12] is used for motion model that aquires the
movement of vehicle. To test the applicability of ECoHOG,
we carried out a comparison between it and CoHOG by means
of commonly used datasets.

A. Symmetrical Judgment

Fig.2 shows the shape profile and binarization image of
a pedestrian. From the pedestrian’s symmetry it is possible
to evaluate the person’s shape. The edge image is used to
capture the rapidly changing pixel value. Thus, it is possible
to distinguish, for example, the boundary line of the human
shape from the background. Binarization is performed after
edge detection. As a result of the binarization, it is possible
to exclude the less important edges within the overall edge of
the human shape. It is thus easy to judge the outer contour.

The whole image is scanned so that the shape profile can be
judged. Fig.3 shows the method of right and left symmetrical
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Fig. 3.

Fig. 4. Result of symmetrical judgments

judgment. The distance between the center of the window and
the edge is presented as a distant histogram. The similarity
between the two distant histogram is calculated using the
Bhattacharyya coefficient [10]. The range of the Bhattacharyya
coefficient is 0.0-1.0. We decided the threshold as 0.77 -
0.98 from 3,000 positive (pedestrian) images. The average
was 0.88 and we can capture 95.44% (2 o) samples with the
threshold. Fig.4 shows the pedestrian candidate area detection
by threshold value. The small circles in the image represent
the pedestrian candidate area. Some circles indicate confusion
of the background area with the pedestrian area. However,
we can extract the pedestrian candidate area and exclude the
background area.

B. Pedestrian Detection

We used ECoHOG as an improvement of CoHOG [7] for
pedestrian detection. For pedestrian-shape extraction, COHOG
investigates the pedestrian’s edge direction minutely and uses
two different pixels in an extraction window as a direction
pair. From the edge direction pair, CoHOG can describe
such features as the head and shoulders, the back and legs
(shown in Fig.5) and reduce misdetection by means of pair
extraction. Unlike CoHOG, ECoHOG acquires not only the
edge-direction pair but the edge-magnitude pair. ECOHOG can
represent the edge-magnitude characteristics of the pedestrian
shape.

ECoHOG : this approach is possible as edge-magnitude
accumulation method to generate the pedestrian shape model
in minute detail. The plus method can describe detail more
comprehensively than CoHOG feature descriptor. In other
words, ECOHOG considers not only the pedestrian shape fea-
tures but also the degree of edge magnitude that can describe
”shape strength”. We believe the addition of edge-magnitude
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pair is effective way to classify pedestrian and background
high-accurately. The equation of ECOHOG is shown as below:
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where mq(z,y),me(x,y) show the magnitude from at-
tention pixel (center of window) and objective window,
fo(z,y).fy(x,y) is the subtraction = and y direction. C(i, 5)
is the co-occurrence histogram that accumulates pairs of atten-
tion pixel and objective pixel. Each C(3, j) has 64 dimensions
because the direction is quantized 8 and ECOHOG combine
two directions. Coordinate (p,q) indicates the attention pixel
(center of window) and coordinate (p + z,p + y) is the
objective pixels. m and n mean the width and height of feature
extraction window. d(p, q) is the function to quantize edge
direction as integer value O - 7 on pixel (p, q).

ECoHOG normalizes the co-occurrence historam in order
to set off the difference of edge-magnitude due to image
brightness. Co-occrrence histogram is divided by the norm of
co-occurrence histogram. Normalization is shown here:
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C. Pedestrian Tracking

The searching and optimization are performed by Particle
Filter [11]. Particle Filter is an iterative algorithm including

prediction, update and resampling. This is a kind of Bayesian
estimator that applies Monte Carlo framework. The current
state is estimated as the expectation of likelihood distribution.
Likelihood calculation that evaluates condition of object is
texture comparison between model image and an image around
particle.

Step1 Initialization

In this step, we execute initialization after specifying pedes-
trian’s position by detector. We arrange particles aroud pedes-
trian and capture pedestrian’s texture as tracking model.

Step2 State prediction

We apply the vehicle movement model as a motion model.
Vehicle movement is calculated by optical flow [12] that
tracks feature point between spatio-temporal frames Fig.6.
The average of optical flow direction and value in a frame
is movement model. And more, we add Gaussian noise to
particle’s velocity and location. We estimate by linear uniform
motion if there’s no vehicle movement as below:
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where x, y are the location of particle, v,, v, are the ve-
locity between frames. w; shows system noise adding paritcle
location and velocity.

Step3 Likelihood calculation

The likelihood is calculated comparing two textures. The
system captures model texture in detected area and compares
model with a texture around particle Fig.7. The evaluation
method is Normalized Cross Correlation (NCC). The calcu-
lated value is likelihood between two textures.
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where L is the returned likelihood in NCC, I(3,j), T'(4, j)
are the texture of model and image on coordinate (¢,7). And
N and M are the size of texture.

(10)

Step 4 Likelihood evaluation
The center of gravity is calculated in this step. We calculate
the center of gravity shown as below:

Z Liz;, Z Liy:)

g is the center of gravity of pedestrian. L is each particle’s
likelihood and x and y are position of particle.

(s 9y (11)
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Likelihood calculation by texture matching

III. EXPERIMENT

We carried out the experiments for validating detection and
tracking approaches. Experiment 1 was executed to choose the
feature descriptor, experiment 2 was a comparison between the
previous method and the newly proposed method and experi-
ment 3 was a velification about tracking methods. We applied
the INRIA person dataset as a benchmark for experiment 1,
and videos captured in real-road for experiment 2 and 3.

A. Experiment 1: Feature Descriptor Verification on INRIA
Person Dataset

In this experiment, we applied the INRIA Person Dataset
[13], including pedestrians and the detection-error tradeoff
(DET) curve to evaluate the detection accuracy. The effec-
tiveness of CoHOG has been established. We carried out
a comparison of CoHOG with ECoHOG. The DET curve’s
vertical axis indicates the misdetection rate, when the system
is unable to detect a pedestrian; the horizontal axis is the false-
positive rate, which is incorrect detection. The DET curve
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Fig. 8. Detection Error Tradeoff (DET) Curve

shows high accuracy close to the lower left part of the graph.

We evaluated the detection accuracy of the proposed method
and previous methods, the comparison of the ECOHOG and
CoHOG, CPF and HOG. The results of the evaluation exper-
iment are shown in Fig.8 in accordance with the DET curve.

The evaluation experiment revealed that the ECOHOG was
better than other methods. We added edge-magnitude and
normalization step to ECOHOG from CoHOG. The ECoHOG
method is improved using magnitude pair representation. And
more, And normalization step sets off the intensity differences
due to pixel values. From the result between CoHOG and
HOG, the effectiveness of co-occurrence extraction is indi-
cated. The CPF feature is better than HOG feature due to the
CPF is also extracting co-occurrence values.

In the next section, we address the ECOHOG plus method
for pedestrian detection using the in-vehicle video to reduce
over-detection and false alarms.

B. Experiment 2: Effectiveness of Detection in Real-scenes

We verified the pedestrian-detection accuracy using videos
with real-load capture. We used precision, recall, and the F
measure as indicators of detection accuracy, whereby precision
indicates the accuracy of the system, recall is the detection rate
of system in an actual pedestrian area, and the F measure is
calculated as the harmonic mean from precision and recall.
Precision, recall, and the F measure are as shown here:
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Recall + Precision



TABLE I
THE ACCURACY OF DETECTION IN REAL-ROADS BY PRECISION, RECALL
AND F MEASURE

Precision | Recall F measure
CoHOG 0.6811 0.5949 0.6321
ECoHOG 0.7922 0.5949 0.6795

True Positive

False Negative

False Positive

White circles : candidate point
Black circles : detected point as pedestrian

Fig. 9. The method of pedestrian detection on road

The system being able to correctly identify a pedestrian
signifies a true-positive result, whereas identifying a pedestrian
as the background is a false-negative result. Similarly, the
system identifying the background as a pedestrian is a false-
positive result, and correctly identifying the background is a
true-negative result.

The settings were the same as those described in experiment
1 - the verification experiment on feature descriptor improve-
ment. To help detect pedestrians, we prepared learning images
for generating the pedestrian-shape model. There were 5,000
positive images and 20,000 negative images. Evaluation im-
ages including pedestrians were extracted from the in-vehicle
video, which was taken in the Tokyo metropolitan area. Fig.9
shows the evaluation images. Table.1 shows the experimental
results using the previously applied method (CoHOG) and
the newly proposed method (ECoHOG) evaluated in terms of
precision, recall, and the F measure.

In experiment 2, the newly proposed method-ECoHOG-
gave a higher value in the F measure than CoHOG. This
indicates that ECoHOG is superior in terms of accuracy
(Fig.10). We believe this accuracy derives from the edge-
magnitude accumulation and normalization of the ECoHOG
method. ECOHOG can correctly identify pedestrians and the
background in cases where the background includes object
that have a similar edge-magnitude accumulation. We can
configure a pedestrian model that correctly detects pedestrians
by digitizing the characteristics of the human edge magnitude
from a large number of learning images. Normalization is
able to eliminate histogram changes due to image-strength
variation by means of histogram shape setting. By means of
normalization, we can decrease problematic cases that arise
due to light-source variations and pedestrian shadows that
appear in the images as a result of environmental changes.

When the vehicle is moving fast, features of a pedestrian
become difficult to identify because the edges become less
distinct. Difficulties in pedestrian detection emerge from dis-
crepancies between the pedestrian-shape model and the ex-

Fig. 10.
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Pedestrian tracking

traction image. We need to add faded-edge pedestrian images
to generate better pedestrian-shape models. We are currently
preparing further pedestrian samples so as to improve the
detection precision because the 5,000 positive images used
in this study were insufficient.

C. Experiment 3: Effectiveness of Tracking in Real-scenes

We carried out tracking experiment using our real-road
dataset. The objective of this method is to track one pedestrian,
it doesn’t include occlusion or crossing some pedestrians.
We applied two methods (i) grayscale histogram matching
+ linear uniform motion and (ii) texture matching + linear
uniform motion as related approaches. Our proposed method
(iii) texture matching + optial flow of automotive is compared
with related approaches. The initial position was set manually
and histogram or texture is extracted from initial rectangle.
Table.2 shows the result of tracking experiment and Fig.11
shows the tracking on real-road dataset.

The grayscale histogram doesn’t evaluate human likelihood
effectively. This result comes from ignoring the location of
human’s texture of pose and close. The histogram feature is
confusing unless it is color depth. And more, grayscale value is
changing dramatically in real time(Fig.12). We applied texture
matching including location information from pedestrian. In
this case, the time-series texture of pedestrian has few chang-
ing. Texture matching is better way to capture pedestrian from



Fig. 12. Difference between two scenes’ histograms

TABLE I
THE RESULT OF TRACKING EXPERIMENT

Tracking method | Accuracy(success/all) | Processing time (ms)
(1) 18.7% (280/1498) 16.02
(i1) 72.3% (1084/1498) 19.23
(1ii) 97.2% (1456/1498) 37.05

in-vehicle video. However, texture accumulates gap due to
different angle and scale if tracking continues long time. We
need to fix the template using interest point tracker.

According to processing time calculation, our proposed
approach can track in real-time. The processing time, 37msec
(27fps) is high-speed, however, detection step is time-
consuming. We try to complement detection method from
tracking information for fast implementation.

IV. CONCLUSION

In this paper, we proposed the detection and tracking
method for pedestrian active safety. The flow of approach is
(1) narrowing down pedestrian candidate area from symmetry
judgment (2) pedestrian detection using Extended CoHOG
feature descriptor and (3) Particle Filter tracking by vehicle
motion model.

The next work is to detect and track pedestrians in the
context of occlusion. We can capture pedestrian position if
slightly overlap each other, however, crowded situation is dif-
ficult to detect pedestrian. We try to complement information
from detection and tracking for high-speed and highly accurate
detection.
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