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Abstract: Fundamental study on image feature descriptor for robust object detection is one of the essential issues in
computer vision field. Local image features are effectively utilized for classifying a target object and background so
that they are applied to face, human, vehicle detection systems. Many types of feature descriptor have been proposed in
these days. Co-occurrence feature is known as the highest recognition performance among the feature descriptors. This
paper analyzes edge orientation and magnitude in co-occurrence feature by adopting co-occurrence histograms of oriented
gradients (CoHOG) [6] and its extended feature [7]. Extended CoHOG (ECoHOG) additionally extracts edge magnitude
against CoHOG that acquires only edge direction pairs. The effectiveness of the magnitude in co-occurrence feature is
proved on pedestrian detection performance test using INRIA person dataset and Daimler pedestrian benchmark dataset.
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1. INTRODUCTION

The research about local feature descriptor is one of
important topic for detection problem. Recently, local
feature descriptor is applied to localize the position of
human, vehicle and face and so on. Through the years,
various local feature descriptors are proposed and used
for object detection. To detect pedestrian, machine learn-
ing can be applied in computer vision technique. In ma-
chine learning, positive and negative images are prepared
for creating classifiers. We must set a feature descriptor
to capture the feature from a human. Many feature de-
scriptors have been studied in computer vision and ma-
chine learning community [1], and we can apply various
of feature descriptors. In human detection study, for ex-
ample, Gandhi et al. [2], Dollar et al. [3] and Geronimo
et al. [4][5] have published survey papers respectively.
They have argued local feature (i.e. shape, texture and
color descriptor) based on machine learning is effective
approach for human detection.

HOG (Histograms of Oriented Gradients) is the fa-
mous and effective method as the previous work for ob-
ject detection. HOG can represent rough human shape
from local patch in image. Though there are many
types of feature descriptor about HOG, CoHOG (Co-
occurrence Histograms of Oriented Gradients) is the
state-of-the-art method in object detection [6]. CoHOG
describes edge-pair from two different pixels, i.e. head
and shoulder in human detection. CoHOG reduces over-
detection from HOG considering orientation-pair count-
ing for human detection. On the other hand, ECo-
HOG additionally extracts edge magnitude on behalf of
orientation-pair counting [7]. ECoHOG indicates better
performance than CoHOG on the previous paper.

In this paper, we analyze edge orientation and mag-
nitude in co-occurrence feature descriptor through the
difference between CoHOG and ECoHOG. At the be-
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Fig. 1 Feature extraction of HOG

ginning, we present ECoHOG improvements of (i) edge
magnitude accumulation to feature histogram (ii) normal-
ization of feature histogram from CoHOG. In detection
and analyzing experiment, we show the effectiveness of
edge magnitude in co-occurrence feature descriptor.

The rest of the paper is organized as follow. In Section
2, we explain the related works about HOG and CoHOG.
The description of ECoHOG is described in Section 3,
and the detection and analyzing experiments are given in
Section 4. Finally, Section 5 concludes the paper.

2. RELATED WORKS: HOG & COHOG
In this chapter, we explain about HOG and CoHOG

feature, based on the approarch to the proposed frame-
work.

2.1. Histograms of Oriented Gradients (HOG)
The HOG feature expresses that edge magnitude and

orientation accumulating edge information to feature his-
togram. Feature extraction window is scanned in a image
and divided to block and cell in order to acquire edge
information (Figure.2). Therefore, the HOG feature can
represent rough shape of an object.

The process flow of the HOG feature is described here.
The feature is extracted scanning window in a image. In
the feature extraction window, a edge magnitude is cap-
tured and accumulated to feature histogram. The equa-



Fig. 3 Flow of CoHOG

Fig. 2 Pair of edge orientation

tion of calculating edge orientation and magnitude are
given below:

m(x, y) =
√
fx(x, y)2 + fy(x, y)2 (1)

g(x, y) = tan−1 fy(x, y)

fx(x, y)
(2)

fx(x, y) = I(x+ 1, y)− I(x− 1, y) (3)
fy(x, y) = I(x, y + 1)− I(x, y − 1) (4)

where I(x, y) is the brightness a pixel, m(x, y) and
g(x, y) are edge magnitude and orientation. Generally,
a block consist of three × three cells. Edge orientation
is divided 180 degree into nine bins, therefore, 1 cell
is given as nine dimension. After the feature extraction
step, histograms are set off with normalization. The fea-
ture histogram takes care about brightness changing with

normalization. The normalization is shown below:

h′ =
h√∑k

i=0 h
2
i + ϵ

(5)

where h′ is the histogram after normalization, h gives
the histogram before normalization. k shows the number
of dimension, and we set ϵ as 1.0.

2.2. Co-occurrence Histograms of Oriented Gradi-
ents (CoHOG)

The CoHOG feature is the feature descriptor that con-
siders a co-occurrence between two pixels and counts the
number of pixel pairs. In HOG feature description, an
edge orientation and magnitude is accumulated to feature
histogram. On the other hand, the CoHOG feature re-
duces a lot of over detection describing pixel pair feature
in the CoHOG feature descriptor, for example, a pixel
pair of head and shoulder is described at the same time
(Figure2). The CoHOG feature extracts an edge pair
scanning window in a image. Edge feature is sampled
to histogram from pixel pair. Edge orientation is divided
into eight direction, and pixel pair represents the number
of dimension is 64. Edge orientation is calculated shown
in below:

g(x, y) = tan−1 fy(x, y)

fx(x, y)
(6)

fx(x, y) = I(x+ 1, y)− I(x− 1, y) (7)
fy(x, y) = I(x, y + 1)− I(x, y − 1) (8)

where I(x, y) is the brightness, g(x, y) is edge orien-
taiton. The process of the CoHOG is shown in Figure.2.2



Fig. 4 Orientation magnitude accumulation

CoHOG can express co-occurrence edge orientation
acquiring from two pixels. CoHOG indicates high accu-
racy better than HOG because of the co-occurrence edge
representation. However, CoHOG evenly counts all co-
occurrence edges regardless of the edge magnitude. Hu-
man detection with CoHOG includes over-detection de-
pending on presence of edge on a local image. Similar
objects (e.g. tree, traffic sign) from human have a lot
of the same elements to be consist of a histogram. We
believe edge magnitude is effective for creating feature
vector in human detection.

3. EXTENDED COHOG
We added the process of edge magnitude accumula-

tion and histogram normalization. In this section, we ex-
plain the method for edge magnitude accumulation and
histogram normalization. The ECoHOG, that is the im-
provement of feature descriptor is described below:

3.1. Accumulating Edge Magnitude
Edge magnitude pair represents a detailed human

shape. In the proposed framework, we accumulate a sum
of two pixel edge magnitude. The sum of edge magni-
tude represents the difference of two pixel edge magni-
tude. The sum of edge magnitude represents the differ-
ence between pedestrians and backgrounds representing
total feature from an image. The description of the ECo-
HOG is below:

Cx,y(i, j) =

n∑
p=1

m∑
q=1



m1(x1, y1) +m2(x2, y2)
(if d(p, q) = i and
d(p+ x, q + y) = j)

0
(otherwise)

(9)

where m(x, y) is edge magnitude, C(i, j) shows the

co-occurrence value of each element, coordinate (p, q) is
the center of the window, coordinate (p+ x, p+ y) is the
position of pixel pair. d(p, q) is the divided orientation
representing 0-7.

ECoHOG describes edge-magnitude at each direction
in order to create co-occurrence histogram. ECoHOG
strongly express boundary between human/background
and upper/lower body. Edge magnitude representation
can evaluate depending on the strength of edge. The fea-
ture descriptor represents not only combination of curva-
ture, straight line but the degree to create better feature
vector than CoHOG.

3.2. Histogram Normalization
Brightness of a image is always changing depending

on light sources. Feature histogram should be normalized
for a robust detection under the various light situations.
The range of normalization is 64 dimensions, that is the
co-occurrence histogram. The equation of normalization
is given below:

C
′

x,y(i, j) =
Cx,y(i, j)∑8

i′=1

∑8
j′=1 Cx,y(i′, j′)

(10)

4. EXPERIMENT
In this section, we carried out the experiment one

with INRIA person dataset [9] and Daimler pedestrian
benchmark dataaset [10], and the experiment two to com-
pare the proposed and previous framework in real world
dataset.

4.1. Datasets & Implementation
We applied INRIA person dataset [9] and Daimler

pedestrian benchmark dataset which includes pedestrian
and background images. The positive and negative im-
ages are shown in Figure 5, Figure 6 and Figure 7. Ta-
ble 1 and Table 2 gives the detail of the INRIA person
dataset and the Daimler pedestrian benchmark dataset re-
spectively. The number of pixel for feature extraction is
18 pixels, the offset window length is 7 pixels, and the
dimensions of ECoHOG is 4608. We applied detection
error tradeoff (DET) curve for the verification. The verti-
cal axis of DET curve is miss rate, and the horizontal axis
is false positive rate, therefore, bottom-left of the DET
curve shows higher performance. And receiver operat-
ing characteristic (ROC) curve is adopted in the second
experiment. The vertical axis of ROC curve is detection
rate, and the horizontal axis is false positive rate, top-left
of the ROC curve shows higher performance.

4.2. The Experiment for Feature Improvement
At the beginning, we compare the proposed and pre-

vious frameworks Figure.8. Figure.9 shows the compar-
ison with CoHOG and ECoHOG on the Daimler pedes-
trian benchmark dataset. Table 3 gives the CoHOG and
ECoHOG process time at each frame.

The Figure 8 shows the proposed framework is the
highest value, ECoHOG accumulates edge magnitude



Fig. 5 Positive images of INRIA person dataset

Fig. 6 Negative images of INRIA person dataset

Fig. 7 Positive and negative images of Daimler pedes-
trian benchmark dataset

Table 1 INRIA person dataset

Training data 2,415 positive images
12,180 negative images

Test data 1,132 positive images
453negative images

Image size Positive image : 64 × 128 pixels
Negative image : 214 × 320 -
648 × 486 pixels

and normalize an image. The effectiveness is much
higher than CoHOG. From HOG to CoHOG and CPF,
we consider the feature as co-occurrence from two differ-
ent pixels with offset window or returning value of clas-
sifier. Co-occurrence histogram allows us to reduce miss
detection from HOG feature vector. And the difference
between CoHOG and ECoHOG, we put edge-magnitude

Table 2 Daimler pedestrian benchmark dataset

Training data 4,800 positive images
5,000 negative images

Test data 4,800 positive images
5,000 negative images

Image size Positive image : 18 × 36 pixels
Negative image : 18 × 36 pixels

Dataset 5 training sets for cross-validation

Fig. 8 The comparison of four feature descriptors ap-
plying Detection Error Tradeoff (DET) curve : ECo-
HOG, CoHOG, CPF, HOG

Fig. 9 The ROC curve of CoHOG and ECoHOG on
Daimler pedestrian benchmark dataset

Table 3 Processing time of feature descriptors (CoHOG,
ECoHOG)

Edge-based feature descriptor Prodessing time
CoHOG 49.59 msec

ECoHOG 51.67 msec

into co-occurrence histogram. We evaluate the strength
of edge-magnitude in the feature vector.

The Figure 9 shows the comparison of CoHOG and
ECoHOG on the Daimler pedestrian benchmark dataset.
We applied Daimler pedestrian benchmark dataset in or-
der to verificate versatility in small human images and
complicated situations. The DET curves indicate our pro-
posed approach is better than CoHOG in traffic scenes.



Fig. 10 ECoHOG feature vectors between simple texture
and complicated texture image and the degree of his-
togram similarity (0.9641)

ECoHOG can capture extremely minute feature even if
local image is small. In the case of Daimler pedestrian
benchmark dataset, the pedestrian image is only 18 × 36
pixels.

4.3. Analysis of CoHOG and ECoHOG
We carried out the analysis of CoHOG and ECoHOG

on general used dataset. In this paper, we show histogram
comparison from positive-positive and positive-negative
samples. Positive-positive is preferable if two histograms
are similar cause of two histograms captured from hu-
mans are the same class. And positive-negative is desir-
able to separate from each other. We adopt Bhattacharyya
coefficient [12] in order to calculate two histogram simi-
larity as below:

S =
m∑

u=1

√
h1
uh

2
u (11)

where S is similarity value (0 ≤ S ≤ 1), h1 and h2 are
feature vectors normalized as

∑m
u=1 h

1
u =

∑m
u=1 h

2
u =

1.0, m shows the number of histogram bin.
Figure 10 and Figure 11 show feature vectors between

simple texture and complicated texture image and the de-
gree of histogram similarity. The images in Figure 10
and Figure 11 come from INRIA person dataset. These
figures indicate the Bhattacharyya coefficient are ”0.9641
(ECoHOG)” and ”0.9471 (CoHOG)” respectively. ECo-
HOG histograms are more similar in spite of human tex-
ture changing. For example, the peaks of ECoHOG his-
togram (55th bin) have almost the same value. From this
result, ECoHOG can evaluate only high strength edge in

Fig. 11 CoHOG feature vectors between simple texture
and complicated texture image and the degree of his-
togram similarity (0.9471)

a local image. CoHOG tends to confuse histograms that
extract existence of edge.

Figure 12 and Figure 13 show feature vectors between
human and similar background to human. The degrees
of histogram similarity indicate ”0.9485 (ECoHOG)” and
”0.9576 (CoHOG)” in Figure 12 and Figure 13. In the
case of positive-negative similarity, low value is more
preferable to separate the two class in machine learning
step. ECoHOG is better approach to classify human and
background samples.

Histogram analysis allows us to understand that pro-
posed approach ECoHOG is better way to classify hu-
man and background classes in machine learning. ECo-
HOG gets a positive-positive pair together, and separate
a positive-negative pair from each other by applying edge
magnitude accumulation. Although the histograms in
Figure 10 - Figure 13 are almost the same value, a classi-
fier weights learning value to classify positive and nega-
tive. The results show in Figure 8 and Figure 9 as ECo-
HOG is better than CoHOG.

5. CONCLUSION AND FUTURE WORKS
In this paper, we analyzed state-of-the-art detection

method, ECoHOG and CoHOG. We showed the effec-
tiveness of detection approach on INRIA person dataset
and Daimler pedestrian benchmark dataset. The experi-
ment verified ECoHOG is better detection approach than
CoHOG on the datasets. Moreover, analyzed character-
istics of ECoHOG for machine learning based detection.
ECoHOG gets a positive-positive pair together, and sepa-
rate a positive-negative pair from each other by applying
edge magnitude accumulation.



Fig. 12 ECoHOG feature vectors between human and
similar background to human and the degree of his-
togram similarity (0.9485)

Fig. 13 CoHOG feature vectors between human and
similar background to human and the degree of his-
togram similarity (0.9576)

In the future, we solve the multi-class classification
problem, not only two class classification. Multi-class
classification is important to apply general object catego-
rization and activity recognition. And we also try to im-
plement three or more pixels co-occurrence in edge based
feature descriptor. Multi-cooccurrence feature generally
make a large amount of dimensions which is worse in a
machine learning situation. We simultaneously tackle the
”feature mining” problem to reduce processing time and
feature dimension by using only effective feature in a fea-
ture vector.
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