
	How	to	improve	mo,on-based	features?	
q  Informa(on	of	(me	differen(a(on	is	extremely	important	for	a	mo(on	representa(on		

・		The	crosspoint	of	the	IDT	and	the	two-stream	CNN	is	the	strongest	approach	
・　94.2%	(TSN[1])	on	the	UCF101	
・  It’s	important	to	enhance	mo(on	representa(on	effec(vely		

q  	Richer	image	representa(on	other	than	posi(on	(RGB)	and	speed	(flow)	is	needed	

hQp://hirokatsukataoka.net/		
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	Conclusion	

q  We	add	accelera(on	stream	to	two-stream	CNN	
							・		The	representa(on	of	accelera(on	is	different	from	RGB	and	flow	
							・ 	CNN	can	pick	up	necessary	feature	in	the	accelera(on	images	
	
q  The	mo(on	feature	of	accelera(on	is	effec(ve	for	ac(on	recog.	
							・		The	result	with	stream(A)	is	beQer	than	stream(T)!	
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	Comparison	

q  Baseline:	Very	deep	two-stream	CNN	[2]	
・			16-layer,	UCF101	pre-trained	model	
・　	Highly	dropout	ra(o	in	FC	layers	of	the	accelera(on	stream	
	

q  Dataset:	NTSEL	[3]	
									・　	100	videos	of	pedestrian	ac(ons,	walking,	turning,	crossing,	and		riding	a	bicycle	
									・   Each	of	the	four	ac(ons	has	25	videos:	15	for	training	and	the	other	10	for	tes(ng	

				Approach	 				%	on	NTSEL	
				Spa(al	stream	 87.5	
				Temporal	stream	 77.5	
				Accelera(on	stream	 82.5	
				Two-streams(S+T)	 87.5	
				Three	stream(S+T+A)	 90.0	

q  	We	employ	accelera(on-stream	in	addi(on	to	the	spa(al-	and	temporal-stream	
・  The	accelera(on	images	are	generated	by	differen(al	calcula(ons	from	a	sequence	of	flow	images	
・  CNN	can	automa(cally	catch	an	effec(ve	mo(on	feature	from	sparse	and	noisy	accelera(on	images	


