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❏ 44 paper submissions

❏ 41 valid submissions / 3 desk rejects

❏ 21 accepts (47.7% acceptance rate)

Paper statistics
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Models and datasets are getting larger

Motivation
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Foundation Models
On the Opporttunities and Risks of Foundation Models,
https://arxiv.org/abs/2108.07258

[Dosovitskiy+, ICLR21]

Vision Transformer (ViT)

[Vaswani+, NIPS17]

AlexNet [Krizhevsky+, NIPS12]

VGGNet [Simonyan+, ICLR15]

GoogLeNet [Szegedy+, CVPR15]

ResNet [He+, CVPR16]

Models

[Bommasani+, arXiv22]

http://www.image-net.org/

[Mahajan, ECCV18]

Instagram

https://venturebeat.com/2018/05/02/facebook-is-using-
instagram-photos-and-hashtags-to-improve-its-computer-vision/

https://laion.ai/

Datasets

[Deng+, CVPR09]

JFT-300M/3B
[Sun+, ICCV17][Zhai+, CVPR22]

https://arxiv.org/abs/2108.07258
http://www.image-net.org/
https://venturebeat.com/2018/05/02/facebook-is-using-instagram-photos-and-hashtags-to-improve-its-computer-vision/
https://laion.ai/
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Critical issues
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A larger-curated dataset tends to occur labor/ethical concerns

Less data, higher performance is preferable!



Our community has awesome solutions
Very limited images (data)? 
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Domain Randomization
[Sundermeyer, ECCV18]

Cut-and-Paste Learn
[Remez, ECCV18]

Sim-to-Real
[Shrivastava, CVPR17]

Representation Learning 
from synthetic images
[Baradad, NeurIPS21]

Keyword: Synthetic Data, 
Adversarial Learning, Data 
Augmentation, Domain 
Randomization, Formula-driven 
Supervised Learning

1-image SSL
[Asano, ICLR20, ICLR23][Kataoka, IJCV22]



Todayʼs schedule
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Invited talk 1: Christian Rupprecht (Univ. of Oxford)
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Title: Unsupervised Learning from Limited Data
Abstract: While current large models are trained on millions or 
even billions of images, in this talk, we will discuss how 
unsupervised learning can be performed on a limited number of 
samples. A special focus of this talk will lie on representation 
learning, but we will also explore specific applications such as 
3D reconstruction, object detection and tracking. Overall, several 
strategies have shown promise in this area: naturally image 
augmentations play a strong role in combatting data scarcity and 
imposing priors on images. Additionally, synthetic data can often 
be generated with either very simple methods or through pre-
trained large-scale models that have already captured the 
diversity of the real world and allow the distillation of information 
into downstream applications.



Invited talk 2: Manel Baradad Jurjo (MIT)
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Title: Learning to see by looking at noise
Abstract: Current vision systems are trained on huge datasets, 
and these datasets come with costs: curation is expensive, they 
inherit human biases, and there are concerns over privacy and 
usage rights. To counter these costs, interest has surged in 
learning from cheaper data sources, such as unlabeled images. 
In this talk, I will present two of our recent approaches for 
training neural networks without data. In the first one, we train 
neural networks using a small set of curated programs that 
generate simple noise-like images, which have properties 
present in natural images. On the second, we follow the opposite 
direction: instead of curating a small set of programs, we collect 
a big dataset of 21k image-generation programs, which we do 
not manually tune, making it easier to scale up and increase 
performance. Both yield competitive results on different vision 
downstream tasks, showing the potential of these approaches to 
circumvent the usage of realistic data.


