CVPR 2025 Report [Link]®D B A& & #4

il

cvpaper.challenge

CVPR 2025 ;&R

Hirokatsu Kataoka, Yoshihiro Fukuhara,

Ryousuke Yamada, Daichi Otsuka, Rintaro Yanagi, Kazuya Nishimura,
Moeri Okuda, Yuto Matsuo, Ren Ohkubo, Yue Qiu, Noritake Kodama,
Gido Kato, Kenzo Yamabuki, Joe Hasei, Ryuichi Nakahara,
Yukinori Yamamoto, Sho Okazaki, Kohsuke Ide, Yuiga Wada,

Daichi Yashima, Shinichi Mae, Hinako Mitsuoka, Maika Takada,
Oishi Deb, Orest Kupyn, Jianyuan Wang

LIMIT.Lab / cvpaper.challenge / Visual Geometry Group (VGQG)



https://limitlab.xyz/
https://xpaperchallenge.org/cv/
https://www.robots.ox.ac.uk/~vgg/
https://hirokatsukataoka.net/temp/presen/250616CVPR2025Report_FinalizedVer.pdf

CVPR 2025 D &Ej[E] - fF=

- SEEALGHENRITOTLN?
- BHOMEEIIEELTNS?
- Tgym oIS A1 FTEHEL-

el



CVPR 2025 D &A=& fH= (1/181)
Opening slidedk Y

o SEESnENDLEA
O CVPR 202400 HEE# LD LLER
a /\N—F¥ILSMAEFRI SN TL V=

RegistratiOn

12500
10000
7500
5000

2500

X 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025

ot *As of 6/12

& LIMIT.LAB .

https:/limitlab.xyz/


https://limitlab.xyz/

CVPR 2025 DO &jjA] - K T= (2/181)
Opening slidedk Y
0 KBECEIZiEE

o XE: 4274, hE: 1,529, 58[F: 586. K1V: 334, HA: 316, HF4: 304, E[EFE:25473 L
QO BEH70LLEDE / #his

Sermany 334
Uniteq Kin Greece 11
gdo
SWitzerlang 15n71 254 Romania 11 China 1529
France 141 N°fWay 10 South Korea 586
Italy 117 Hungary 9 Japan 31
Spain 55 i“‘ga”a 8 ?-::::Tre ke
N ortugal 7 ong 123
S:/t.:zrlands 47 Ireland & \srale 116
Serbi:ggal Ukraine 6 \;@!a 1
Luxembourg 4 aman i
Czech Republic 32 oy 9 United Arab Emirates 42
Denmark 31 Ria Saudi Arabia 38
i Viet Nam 14
Austrua 27 Slovenia 3 Qatar 5
iiﬂglum 27 Slovakia 2 Thailand 4
oland 27 Georgia 1 .
< = Armenia 3
United States 4274  Brazil 25 Finland 20 Lithuania 1 Kazakhstan 3
Canada 304 Colombia 9 Turkey 13 Macau3
Mexico 6 Ecuador 3 Bangladesh 1
Ethiopia 28 Cameroon 1 Australia 84 Iran 1
Peru 3 P
Chile 7 Egypt 3 Ghana 1 New Zealand 4 Lebanon 1
Costa Rica 1 South Africa3  Kenya 1 Tanzania 3 Pa}«\Sﬁaf\ 1
U 1 Benin 1 Morocco 1 Sri Lanka 1
ruguay

Burkina Faso1 Rwanda 1

LIMIT.LAB

https:/limitlab.xyz/


https://limitlab.xyz/

CVPR 2025 MO &jj[A - &= (3/181)

Opening slidedk Y

a T avTRITEEELY LT HITED

O 2024: 123 vs 2025: 118 D —4H< 3w
o 118DWSIE26D 5y 127 E]

Wor
kshops and Tutorials
118 workshops

OfR26 Thematic Tracks
S25 Tutorig|s

Track on Accessibility

Accessibility, Vision, and Autonomy Meet...............
The 3rd Workshop on Sign Language Recognition,
Translation and Production

VizWiz Grand Challenge

Track on Analysis of Foundation Models
Expanding Horizons in Al Benchmarking: Multimodal Approaches...um

Emergent Visual Abilities and Limits of Foundation ModelS.....uuwumw. 6/11/2025....Afternoon......

r Brick in the Al Wall: ' SN
AnOtgiilding Practical Solutions from Theoretical Foundations.

6/12/2025
6/12/2025

.Davidson €2
~Davidson C2-EEa——

..6/12/2025...Morning > : |
e e R R il

https:/limitlab.xyz/

4


https://limitlab.xyz/

CVPR 2025 MO &jj[A] - &= (4/181)

Opening slided V) -
CVPR%Z!)—KFLTWARRH—1 —5 X
g TEDOEMLHY. CVPROAZ AT qIIIELEE T TLNS

. h ByteDance

Captiong 3
m Google intel

0 Metq Qualcomm SONY Tencent

(Exhibit Ha g &=

’ 1 . '.". = x

98 Ieadlng Orgaﬂlzations Baiddhae w]mj‘\\\m;vg\\\ X Lambda
® 18,000 sq. ft. nvioia NoEst (O warve
®

Companies from across the globe

i r Qﬁg EEEEE & atmanity A
® Organized by Hall-Erickson, Inc. © L “'°'°5m AR

S 3 ‘5:?") :
msie  helm.al  Clitware s T8 Meituan

ooooooo

supien ca /e )qum " 200X
CA) \ KESEARCH

https:/limitlab.xyz/



https://limitlab.xyz/

CVPR 2025 O &jA] - &= (5/181)

Opening slidek !
O SR IERL — 2024: 11,532 vs. 2025: 13,008 (12.8% #m)
O FRINER — 20244 23.55% vs. 20254F: 22.08% (1.47 RA i)

2020
2021

2022

1 0.8 0.6
Acceptance Rate

G LIMIT.LAB .

https:/limitlab.xyz/


https://limitlab.xyz/

CVPR 2025 MO &jj[A - &= (6/181)

Opening slidedkl)
o 2aERKI HCVPR community !
Q EEY.BEFEH. TUTFITHEIS

* 12593 reviewers (9872 in QVPR 2024)

° NO paper had 3 reviewers from the same
country;

o NO paper had 3 students as reviewers.

o 708 area chairs (477 in CVPR 2024)
o geography diversity within each triplet;
o each triplet has a lead (experienced) AC.
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Overall acceptance rate: 22.19,
© 96 (3.3%) of Papers are Orals+posters:

© 387 (13.7%) of Papers are “highlights” posters, with special
annotation in the program: il

o 2,299 additional posters. Eﬁ‘éﬁ?ﬁ?&j?i?ﬁ
e Highlighted papers authored by outstanding reviewers.
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3 Program committee [EEFEDEZMFI H7-OIZHRETH
A BEEITOLRIZETHLKONDIRE

a0 BZROEOHDESE / ESELENVE

l N\anbef of C\/PR S"Jbrmtv\lr- s |
y NCreas;j : o ISS1ons: fast 10 years
(@) : ng Subm | : ‘Q\\

2024: 11,532 2095, 3ooiliee e ——

m\

2 w—

Difficult to fing €nough qualified reviewers :

e Community concern about reviewing quality and LLM reviews

Community concern about people who submit many papers but do not
participate in the review process
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S ear: Nl
y . andatory Author Reviewing

® Mandat :
or i
o Submizetje;ewmg (Up to 3 Papers) for authors who:
o EERiAi t+1 Papers or Submitted g first-author paper: : Nsulted by, adopt, d
St accepted paperin 5 top CV/Mm s o d and fine-tuned oY Program Chairs of
S AU e p L conference; Subsequent conferences ICCV'25, AcL'25 and Neur|PS'25, i
® First time of Mmandato

Iy reviewing in CVPR

we allowed opting out with no reason specified;
00 reviewers added to the reviewer pool:
Allowed us to cap the number of papers per reviewer to 4, a historic low.

© To ease the impact,

©  Overall, around 5,0
O

® We hope that continuous efforts to

improve reviewing quality will benefit the
CVPR community and other releva

nt communities.
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Award Ceremonydl)

ard Candidates

| 'S and Checkeq by
Chairs. Marked in the Program

® From the Candidates, 7

for an awarg by the aw
S 1 Best Student Paper H
© 1 Best Student Paper

© 4 Best Paper Honorable Mention
o 1 Best Paper

Were NOMinateq by
the Senior Areq

Papers were selected

ard committee
onorable Mention

PAMI-TC meeting on Saturday

e \We'll present certificates to the award winners at the

Saturday, June14
7:30 - 1939 Re vs: &

1:00-17:00  Press
7:00 - 17:00

Moth

7:00 -17:00 Prayer or C;u\e\‘
7:30 - 9:00

Breakfast (Exd
8:00 - 8:30

Room (203 A
PosterSe\up ExHall

9:00-10:15  Qral Session 3A: 3D Computer Vi

9:00-10:15  Oral Session 3B: Multimodal Con
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Best paper{®##HiR 3 1: Molmo and PixMo: Open Weights and Open Data for
State—of— the—Art Vision—Language Models

1 Multimodal Al (8FIZVIM) [CEAL T, \FEmTHWLWGN TS EDEXGPT / GeminiliE . whd L
ETILOT 2T LELARSN TOVENW S EN MG REEEE>TLNS, A/ TIK, 7—
BOETILAANHESN TOWBRETREFKDETILAEBETELION., IZTOVWTEEMSEY
A . EREICRIIRTBEFDSotAT T L THAHGPT-40Gemini-1.5profd & ERE LLE DVLMEE
FIZRHRIILT=, 2BAA ., T—3O—F I\TGA—32-FIlEG EN— R ARSI TS,

PixMo Molmo

Captions Fine-grained Understanding

il is i The image captures a bustling scene at the Louvre Museum in Paris, France.
Besake th|s'|.rI1age Dum/nalg/ng t/?e foreground is the iconic Louvre Pyramid, a large glass and metal
;

structure that stands prominently in the center of the courtyard. The pyramid's
... intricate design allows light to filter through, illuminating the area beneath.

& Surrounding the pyramid, the courtyard is paved with stone and features a
series of fountains, each with water jets shooting upwards, creating a dynamic
and lively atmosphere. In the back]ground‘ the grand Louvre Palace stretches
across the frame. This historic building, with its ornate architecture, showcases
ablend of yellow and brown hues, accented by numerous pillars and ...

User Interaction
i Its 2:00pm on November 15
LLM Whereis this bus going? ;T;hl/?au:é%gfe’fd;gg fg e pacharer > | No, you cannot park
here at 2:00 PM on
glearl y visible on me,7 ‘ November 15th. The
lestination sign at the i i
Suggest front of the bus, which oS o to
Edits displays “718 HIGHLAND 11PM on November
PARK™ 15th, there is no parking
I allowed in this area...
Pointing Pointing and Counting
J 3 What things can be i
Count the tables st s Where isthe Odometer?
s e - Things \ A 1
| oo s inoatiotiilir] Y that 7 (.
T e a0 o
. - BBl 5 tates , | canbe o5 &Y | Odometer
o = usedto L) 3
§ _ s write R -
, @ Sy : B ¥ N <Ol
- M CickPoints = =l ¥i7n 2% 4
Synthetic Visual Skills
o3 Dense What were the total sales of According to the datasheet. whatis
%ﬁ Capnons 8:2622 LLM <> =l Cassettes and Viny!in 19807 the Bounce rate of Udcity?
% e
- - Code R 2

10billion 3 34%
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Best paper{&##if 3 2: Foundation Stereo: Zero—shot Stereo Matching

a ST —2A (FoundationStereo Dataset; FSD) ¥°DepthAnythingV2MD & TATL A
IVFUTICEHEHRDIEBEGRETEEZREIRT S0, (RFERT—FT
O a3y E{R 4 it ASTE T, DepthAnythingV2 DRy T —IMERAZEE (BFX
1 Cl& Side-Tuning Adapter (STA) ) TEOYLavhEEE{EIZHII, ST —2(Z
DUVTIENVIDIA Omniversezx FAWNWTIMD S HIEBRZE ML TERIZEH., EER
'Cld: —;‘LEI /aéjhd)ftﬁ%ﬁ@{%’éi’éli(f%tk fine—tuningd &R BULIVELVSFER
MEFELNTLY
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Best paper{&f#HiH X 3: VGGT: Visual Geometry Grounded Transformer

o EEHRIZBTSV—2RNOEREBEEA DN SIDEET HTransformerTéH 5
VGGTHIRE, BB —TransformerRZTHASZREBH T . FE YT | 8= 3 i B
R EZX 1Bl Dfeed—forward CEIRIZHTE T H_ETU—2URZFIDEBEIER . EERRY
128, ZLDIRTEACE A ICERETE . iIREARHEEDAFI—IT
SotAZER, ETILELTIETIL—LRNEEARD self-attention ZX BIZEITT S
HEDBRENMA SN TS, BEROO—H)LIEREEHBAESBDOT O—/N\)L
EROBANERSC LHTEL Y. DEMAEREEASEE S SBEHS
LY,



https://limitlab.xyz/

CVPR 2025 M &E] - uft= (16/181)

Best paper{&## i3 4: Descriptor-In—Pixel: Point—Feature Tracking For
Pixel Processor Arrays

o FEFHOEVRIIERBAUET A2 H—FHELE-ED (GLWY), £ —RANT
SRR B RIRLIBTEST -6, 53K (3,000+FPS) Thovx 2 J T=
5. HEBNHEL AATHIZERNFNEZOD T, X)) T4 ETHENS ., B
gm'élii%&u\jnxirc—‘/ayh%of:abf%@]E@f;hi\y#p’j‘!:mm LTLy

19
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Best paper{&f#im X 5: The PanAf-FGBG Dataset: Understanding the Impact of

Backgrounds in Wildlife Behaviour Recognition

2 E%1%5%(233(76739‘5I~3“J7°0)7_"‘—9t‘yHﬁ_’f&"ﬂﬁ}zﬁo BT —2tybTlE, Fo/Noo—
DFREPHAZENELTTIVAGHE S IR ESNI=AATN 208 U LD F /N
DO—DITENIT —RZEUERL TS, NATERE A EZ T KT HZ&ET. in—distribution /
out—of—distribution’Z {TENER A ZEIR . £AREFHIZHLEMMA R NS,

PanAf-FGBG

5,070 paired and richly ~ Chimpanzee Behaviour Dataset
annotated CameraTrap
videos from the wild

RSB

camera reaction - 6.72%

feeding

13.54% climbing - 6.38%

object carrying - 4.44%

tool use - 3.76%

grooming - 3.48%

CoVérihg
Ethical Data ;
Considerations

resting
23.76%

\ Performance
[Behaviour Recogniti

| vocalisation - 2.91%

3
& bipedal - 2.52% P
-] X
/&30
display - 2.26% g -
)™ «<
g . R %
aggression - 1.32% Full HD Video g
1280 x 720 gzo @ using background
at 30 fps /o '\ information only
3 1 [ (BG-only)
aving - 0.65% 389 cameras 15 @ guess from ¢lass
playing - 0.65% 14 behaviours | | ./ distribution only o
A " v __ ¥no visual data dummy) |1 =
6c°urft"es 1 Y/ 20 30 40 50 60 7 N\
14 national parks S— mAP [%] (tested at same location) i . 18
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Best paper{&f# i 6: MegaSaM: Accurate, Fast and Robust Structure and
Motion from Casual Dynamic Videos

o ADBRER (BN —2DIDBER) (LFERFEETRN—XELTVisualSLAMAE Fi &> T
WA, KIETIXE—FBE A AN EMHRE - S&E - ANRAMNEAAT/INSA—2H#E FE OB E
BETEZEIRL TS MEYERLL —IZH X TE S, Monocular depth priors.
motion probability maps, FHEEMEDEELHEIFTIFTLHFHNEMZ TS,
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Best paper{Z# i/ X 7: TacoDepth: Towards Efficient Radar-Camera Depth
Estimation with One—stage Fusion

o BEfREL—F—t Y (LDARGEIDHEHFTAXT YY)D AADGIERBERERER T 5

EIREICH T, R MRER EEESEILFEER, ], RAIN—AND/ A XEZHE
gi’B?ﬁﬁiﬁiﬁof:?ﬁ‘ ATLARTHONS LD idense’THEEFRREZSH_ &I
251

MAE
2200 2000 1800 1600 1400 1200 1000

N
Independent Model ours Q) §
(Plug-in)
Ours 29.3ms |
(Independent) =
26.7 ms [®) RadarCam-Depth
o =
Singh et al. 358.3 ms s 2
94.2 ms °a
RC-PDA CaFNet m
79.2 ms 103.9 ms &
o
_ DORN &
Linetal. 395 > ms Plug-in Model | 8
117.6 ms
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Best paper{&£#Hif 3 8: Navigation World Models

o BERELTEZoNT=IREMNG BRI ETOHZEA (visual navigation) Z& . £ B EIE PIREF
DAMRIERIZEKYER, CORBIREERTEIZX L. conditional diffusion transformer (CDiT) % 1B
INGA—BRETRY—) T EZon-FHHE LB DBE{RERN—XI|Z, EHFRIRIE
THITT ASOICEBREMZTEREL D DOLEMR O IAME BB PICKENZHRET S, it
* Dvisual navigation& X ELEY . FIHAGIEDHADANINS, BRIHMETOENBEEMNTE
AHZE REROYHMEE G RICKENELTEERAINTES, World ModelEL TDITEEE
BL.EHREZEBLODD IO THDIRIETELHIEEEEANTEL ENL, AEELT
OD;iS%t;al navigation®P ARy BEESLIGE T T r—a v ELTODRMDILMBENEZ
b o
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Best paper{&£#H i 9: Convex Relaxation for Robust Vanishing Point

Estimation in Manhattan World

a YN\ YRA)—)LRIZEITHHK S H#ETE (Vanishing Points; VP) Z . #8493 -VPXt It &L & HE 7 2 B FF
RiEIL T DRIBEERTE, /K. T2/ WAV T —ILRIZEITSE%k A HETE DR ERMREIL. SLAM/H A
FRIE/SRTTBEHRGEDEERMTHO . B -VPHRIGEMEHTE TIXBAMEN—EIZTE
FHEWNELSEEBEMNH T, REFEX TIL. Truncated multi—selection error (loss)ZE A . &7 -VP Xt
It EVPHRIEZ soft [CRIFFERIEIET Do —DlossIZHELY, FE b Z quadratically constrained quadratic
programming (QCQP) [Z &Y ZEi. semidefinite programming (SDP; 3 1F FE {EETEI[ERE) N D il
(convex relaxation)Z#)HTE AL, REFETHSGlobustVPRIEETHHLREASIEDZT
A—/\)LE#E I L= (2. Manhattan Post—Refinement CIE X (& % {Rilf . EER Tl&. S RLE{Z -
EEGE ALV — S Lo CREEFAE EESBHE. O/ AME, WEREE LT,

urs)

I S ( i
i b - 1
\ e
A
‘f‘l !
|

3 VPs 100%, 100%
38 lines 0.23 pix., 50 ms
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Best paper{Z i/ X 10: UniAP: Unifying Inter— and Intra—Layer Automatic
Parallelism by Mixed Integer Quadratic Programming

2 SEED / WA EICETAME, DELEAIDETILEZILSIEE T HEIZIE. BA.
BEZERZIZEEIELDDIERHE T A=OIZE AR EZBEILT HFEENEMN>=M,
DEREZEERLI-CENKRELER, IREFEZTHDAUNAPIL, MIQPEIFE XN S L
FEZERAVT. EBRN. BEZRFICHREILT AZEIZHI, xBIEIZHELROX MR
K100{=F2E B . BERT, ViT, SwinTransformer, LLaMAZZ E BB OEEETILEGEE S
BREETILORBEIENTES,

\ 7 | P . "
a Hardware Model E Parallel
Environment g | : ' Strategy
GPU O = GPU 1 |
/T
: A ! '
________ o N N N~ S G2 [ Il
Ours K /
(UniAP) w» 5 50 o
All S”t;;l-t'egies Optimal Strategy \W g/ =~ L / M / T L /A\ B 23
S hitps:/limitiab xyz/



https://limitlab.xyz/

CVPR 2025 M &[E] - uft= (23/181)

Best paper{&ffHiH X 11: Zero—Shot Monocular Scene Flow Estimation in
the Wild

2 Scene Flow(SF) (&I IEBEEEH T IEATT14HIL7O— 1 ZRIRIZERNTEEIC
METIVLELHY ., GG EERTELUVERETHOT-. T—2EVNIRAEIN
BH5EDD ., LB /NMRIEAOFEMREICH L TRELTWAIZBEL N >-, KIFT
X, BT —RIZKEOKRRIESFT—2 Yy bZHEZE. 3D point map*23D motion
vectorME A [Z LY. zero—shot scene flowdDBAZZERL-, FEICEFEFNTLVE
LVin—the-wildFIRIBICEWLNTEH, SFHEET HEMNTE, SFHEED ATEEMEZ KEL
HLEFI=EEAS,
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Best paper{&#Hi/ 3 12: 3D Student Splatting and Scooping

a0 3DGSOREEERFEIZEWVWT. AV 7o DK1Y IZStudent’ s t53 1 Dsplattingd
scoopingD A EHHIZLYERMERIRZEIL - PhRL TEWRIR DT FLB/\TA—2NESE
NE, FBEILICITERMARTITIESG VT IR=IADFEERYANT NS, EDE
EZEREIT AN EEEREVELADLIIZITEHIETOLLELWNGA—IATHRMIZRKIA
A[RE, fHD LB ETHEMIZHDI, RI—ZEROBEKIZEWVNT, BIFEFELY82%FKIF
[ZIAETL S Fid) component#ZEH I Z EIZR I,

Comparison of Student's t-Distributions with Various Degrees of Freedom
1.0 4

0.8 A

06

0.4 1

Unnormalized PDF

02 A

0.0+
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Best paper{&£#E i3 13: DIFIX3D+: Improving 3D Reconstructions with
Single—Step Diffusion Models

2 NeRFAPIDGSTHEMRINTI=T—TA477IMED /A X EBRET AILEETILER
=, SHIZIDHEEAEENH AR RZTYYE > TRESIN BRI L TERKS
AHEBE, TOHEFBEIDICECLTRYIRL7 YT T—FL THEBRELIDFTERS
#A(DIFIX), #REFIZEWTIEIF DI ETILEZDFEFEFES>T. U7 ILEFALIC
%ﬁiﬁ?ﬁ,ﬁ®7—74777l~’éﬁ$£bt"f“r;E@@’EEEZ’C%%(DIFIX3D+)
Refinement TR S [FEWLWVD . B—ET )L CIDEEBDEIEE)TILZAALDES
HAWREZTES,

9 LIMIT.LAB .
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Best paper{&##if 3 14: Generative Multimodal Pretraining with Discrete
Diffusion Time—step Tokens

0 BREEFBEMES L TEBOERNTEDAIET LERET 5702, Diffusion&
LLMZERICRE S 5FEZTRE. BFEFERIIEGZEMICEG/ Ny FIZHEIL
THERDZERMIE—I2ZF>TULV D, FSED LG HIRHBEMNEN O LLM
[SEDTIRWIZKWNEWSFREN B oT=, IREFHEIEERD HLH—0 251 | ITEE
I BHi%ELTiffusionTEH{ZIZAD LT D/4 XZEMA T aeX=F AL /4
ATCRONIZBREFOIN IV IZIRIZHEYET LT, EEDLOICHIFHIEE
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CVPR 2025 BEST PAPER
VGGT: Visual Geometry Grounded Transformer

Fri., 13 June, 2 p.m. — 2:15 p.m. Karl Dean Grand Ballroom

Authors: Jianyuan Wang, Minghao Chen, Nikita Karaey,
Andrea Vedaldi, Christian Rupprecht, David Novotny

CVPR 2025 BEST STUDENT PAPER
Neural Inverse Rendering from Propagating Light

Sat., 14 June, 10 a.m. - 10:15 a.m. Karl Dean Grand Ballroom

Authors: Anagh Malik, Benjamin Attal, Andrew Xie,
Matthew O'Toole, David B. Lindell
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{Z‘iz} CVPR 2025 BEST PAPER
25 HONORABLE MENTIONS continued

Navigation World Models
Sat., 14 June, 1:45 p.m. — 2 p.m. ExHall A2
Authors: Amir Bar, Gaoyue Zhou, Danny Tran, Trevor Darrell, Yann LeCun

3D Student Splatting and Scooping
Sun., 15 June, 10 a.m. — 10:15 a.m. Davidson Ballroom
Authors: Jialin Zhu, Jiangbei Yue, Feixiang He, He Wang

CVPR 2025 BEST STUDENT PAPER
HONORABLE MENTION

Generative Multimodal Pretraining with Discrete Diffusion Timestep Tokens
Sun., 15 June, 2:15 p.m. — 2:30 p.m.  ExHall A2

Authors: Kaihang Pan, Wang Lin, Zhongqi Yue, Tenglong Ao, Liyu Jia, Wei Zhao,
Juncheng Li, Siliang Tang, Hanwang Zhang
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Award Ceremonyd<l

@ CVPR 2025 BEST PAPER 5%
=+ HONORABLE MENTIONS *“=:

Molmo and PixMo: Open Weights and Open Data for State-of-the-Art
Vision-Language Models

Fri., 13 June, 9:45 a.m. — 10 a.m. ExHall A2

Authors: Matt Deitke, Christopher Clark, Sangho Lee, Rohun Tripathi, Yue Yang,
Jae Sung Park, Mohammadreza Salehi, Niklas Muennighoff, Kyle Lo, Luca Soldaini,
Jiasen Lu, Taira Anderson, Erin Bransom, Kiana Ehsani, Huong Ngo, YenSung Chen,
Ajay Patel, Mark Yatskar, Chris Callison-Burch, Andrew Head, Rose Hendrix,

Favyen Bastani, Eli VanderBilt, Nathan Lambert, Yvonne Chou, Arnavi Chheda,
Jenna Sparks, Sam Skjonsberg, Michael Schmitz, Aaron Sarnat, Byron Bischoff,
Pete Walsh, Chris Newell, Piper Wolters, Tanmay Gupta, Kuo-Hao Zeng, Jon Borchardl,
Dirk Groeneveld, Crystal Nam, Sophie Lebrecht, Caitlin Wittlif, Carissa Schoenick,
Oscar Michel, Ranjay Krishna, Luca Weihs, Noah A. Smith, Hannaneh Hajishirzi,
Ross Girshick, Ali Farhadi, Aniruddha Kembhavi

MegaSaM: Accurate, Fast and Robust Structure and Motion
from Casual Dynamic Videos
Sat., 14 June, 9 a.m. — 9:15 a.m. Karl Dean Grand Ballroom

Authors: Zhenggqi Li, Richard Tucker, Forrester Cole, Qiangian Wang, Linyi Jin,
Vickie Ye, Angjoo Kanazawa, Aleksander Holynski, Noah Snavely
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Award Ceremonyd<l
B

€St Styg
€nt Paper Honorap)e Mention

l i
lS

CTO(aT) e
rete Diffusiop Tlmestep Tokens

Kaihang Pan!* VT
mn H
] ) : Zh()ngql Yue2* TCI]“] A :
uncheng | jit 8long Ao’ Liyy Jin2

"y Jal 4
; Zhejiang University, N Siliang Tang! Hanwang Zhone? Wei Zhao
Kaihan ; chnological University. 3pat: e
{zh el llnwanglw, junchengli, sy 1i e University, ‘Huawei Singapore Research Center
2hongqi . yye, hanwangzh B lanq}@z]u-edu.cn, aubrey.te
gz a“g}@ntu.edu,sg 1iyu002a Y-tenglong.aolgmail . con
' e.ntu. £ :
u.edu. sg, zhaowei82@huawei . com
Abstract
Recent endeavors i i |
i deavors in Multimodal Large Language Mod- sas| R\ Hadpara
ol g S . . oo \\ N ¥ . iy
els (' LLMs) aim to unify visual comprehension and gen- | RV AN { so0
eration by combining LLM and diffusion models, the state- 244 \ ;
of-the-art in each task, respectively. Existing approaches = SNay
A g 3 828! 3
rely on spatial visual tokens, where image patches are en- 5 :
£ 3 0 1k 2k 3k 4k Sk 6k 7x § 10k s k 3 K S x Tk 9 10k
coded and arranged according to a spatial order (e.g., L e e = g EERASIALE.

Figure 1. Auto-regressive training curves of diffusion timestep
tokens (left) and spatial tokens (right) under different degrees of
sequence perturbation.

raster scan). However, we show that spatial tokens lack
the recursive structure inherent to languages, hence form
an impossible language for LLM to master. In this pu- . |
per, we build a proper visual language by leveraging dif- tasks. Comﬁprchcnsm.n pursues a muny-\o-gn{c f\\;\y\w\\x\\%t\r\‘\l
fusion timesteps to learn discrete, recursive visual tokens. abstracts visual details (e.g., many photos of corgl dogs

———
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Award Ceremonydk !

Best Student Paper

se Renderj
. denng from Propagatin > Li
Mjamin Aa)e3 e

Unn‘crsily of Toron(

Anagh Malike12 Be

Andrew Xjels
W 12
0 2Vecy ?(m Matthew 0" Togjet2
cetor Institute 3¢, =
W1 Arme: ¢!
Joint first authors Fequal o 5 Mellon Univensiy
https: ontribution

*/anaghmalix . coms

David B. Lindey+12

InvProp

lidar frames (novel views)

\

time-resolved relighting (novel views) direct component

Ived measurements of propagating light from a flash lidar
and cnables rendering of time-resolved lidar measurements

a method to model and invert multi-view, time-Teso
system. geometry of this scene
2) Physically-based modeling enables novel applications, such as fime-resolved

Figure 1. We introduce
(row 1) Our method accuratcly recovers the

that reveal light propagation from novel vicws. (row 2

relighting and automatic decomposition of light transport into direct and indirect components.
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) Y n(l R

and v
Casual Dynamic Videgs Motion from

Zhengqi Lj!

Ri
Vickie Ye2 chard Tucker!  Forregter Cole!'

Angjoo Kanazawa2

1
Google DeepMind 2yC Berkeley

Qiangian Wang'?  {inyi Jigte
Aleksander Holynski'2 ~ Noah Sna‘v“esl;{m

*University of Michigan

Abstract

We present a system that allows for accurate, fast, and

robust estimation of camera parameters and depth maps
from casual monocular videos of dynamic scenes. Most con-
ventional structure from motion and monocular SLAM tech-
niques assume input videos that feature predominantly static
scenes with large amounts of parallax. Such methods tend
to produce erroneous estimales in the absence of these con-
ditions. Recent neural network-based approaches attempt
to overcome these challenges; however, such methods are

either computationally expensive or brittle when run on dy-
namic videos with uncontrolled camera motion or unknm\-nf Figure 1. MegaSaM caahies ,d?cmm‘ hi\‘:;}
isi ectivenes AMCTas & ene structure from a casuz
i e surprising effectiveness 0 of cameras and scene s
field of view. We demonstrate Ih- ‘ I.) i MgL JeavenesZ

d robust estimation
captured monocular

.l or arS Y I

= o = ———t
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Award Ceremonyd<l)

€St Paper Honorab\e Mention

Navigation World Mogels

Amir Bay! Gaoyue Zho2 Danny Trap}
'FAIR at Meta £

Trevor Darrep? Yann LeCyp!'2
New York University

*Berkeley Al Research
Navigation action and time

(&x, 8y, ¢, k)

Conditional
Diffusion
Transformer

‘- (c) simulate imagined trajectories (unknown environments)
(a) navigation world model ]

input image and actlon <

g0al image (input)

gen. (to16) [

on. (t+12)

.ttt N

gen. [t=4)
input
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B

estp
aper Honorab|e Mention

Molmo qpg Pi
xMo:
for Stat(e)lo)le‘l:lwe:ghLs and Open Daty
~Ol-the-Art Vision.-1 a 9
o a: ot " n ¢ ;
Jae Sr::’ndll DL“E(C i Christopher Clarkt s Models
g Parkv M ark

Sangho [ eet
Jiasen [yt oTammadfem Salehi¥ £

3 Rohun Tripath;t
i Niklas Muenn; Patu! Yye Yang!é
aira Ande { 3 uennighofft e
zenSung Chent Ajay p;i;;So“M E;;n Bransomt Ki:a Emalr(u)!lL LFOIL L:;ca ?mmﬂ
0se Hendrixt gy, k Yatskar®  Chris Caqtic ong Ngo
: Bastan;t : s Callison-Buyrch? And s
Amavi Chhegyt yen M Eli VanderBiyt fdrew Head
] - athan Lambert!  Yyonpe
Byron Bischofit Pete &‘:}‘: hStparks*' Sam Skjonsbergt Michael S?:rcnrilm Y,\\“m C.hou'|
Jon Borchardtt Dirkc C‘hns T“chcllt Piper Wolterst Tanmay Gupta ;ﬂ(fsn E{dmal ‘
Carissa Schoenicr:?mvo.ildC Crystal Nan! Sophie Lebrechf Caiui(x)\-w?ﬁl?gng
U ar Michel : st ,,
Noah A. Smitht¢ Hannaneh Hajishirzjtv Rl(c)s: |G'usRamjay Kuna®  Luca Wein!

TAllen Institute for Al

Abstract

Today's most advanced vision-language models (VIMs ) re-
main proprietary. The Strongest open-weight models rely
heavily on synthetic data from proprietary VIMs o achieve
good performance, effectively distilling these closed VIMs
into open ones. As a result, the community has been miss-
ing foundational knowledge about how to build performant
VLMs from scratch. We present Molmo, a new family of
VIMs that are siate-of-the-art in their class of openness.
Our key contribution is a collection of new dulqsm called
PixMo, including a dataset of highly detailed image cap-

¥University of Washington

hick!®  Ali Farhadite Aniruddha Kembhayit®

$University of Pennsylvania

Sonnet—produce comprehensive image descriptions and
accuralely answer complex visual questions. Unfortu-
nately, the most performant of these vision-language mod-
els (VLMs) remain proprietary with neither model weights,
data, nor code being publicly released.

To foster scientific exploration, numerous research ¢f-
forts have attempted to reproduce similar capabilities in
open models. Early works, exemplified by LLaVA [69),
produced fully open weights and training data but now
lag significantly behind the state-of-the-art. More recent,
stronger open-weight models have trended towards less
open data: the training data may either be proprietary

LIMIT.LAB
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Paper Honorab\e Mention

3D
Student Splatting and Scooping

» He Wang 1.3+
, UK QUniversity of Leeds, UK
ndon, UK

Abstract

sian m'lxlu.re. ‘whi.ch provides two advantages. As a general-
fl:ecemly, A3}) Gaussian Splatting (3DGs) provides a new ;:;rrx;o ;cer:::ytr:"zlrl:clﬁgn&:ci‘;&; Lcl:i;:vl.)p:‘o T:mu::l me—
amework for novel view synthesis, and has spiked a new sians 3 Sl S
wa\.ze of research in neural rendering and re[l)a:ed appli- e::bllll:gcclzl:;\\y;caa‘lﬁms;ngc[)r;[Q) ;gfii:\rz:smﬁ?\
cations. As 3DGS is becoming a foundational compo- learning from images. Mc:mwhile,splnl\ingpm‘\'idcsaﬂex-
nent of many models, any improvement on 3DGS itselfcan  ible way of identifying only the relevant Gaussians to an
bring huge benefits. To this end, we aim to improve the  image for leaming. Despite the success, the framework can
Jundamental paradigm and formulation of 3DGS. We ar-  still suffer from insufficient expressivity [16, 34], and low
gue that as an unnormalized mixture model, it needs to  parameter efficiency, i.e. needing alarge numttro\Act'\n‘\p(}
be neither Gaussians nor splatting. We subsequently pro-  ments [17, 28], Therefore, we re-examine the three key com-
pose a new mixture model consisting of flexible Student’s

ponents in 3DGS: Gaussian, splatting, and the optimization.
ince i ing principle is essentialy to fita 3D mix-
iti 1 iv e its underlying principle is essentially to fita3
i bt i sitive (splatting) and negative Since its un | )
istributions, with both positive (sp Rt : 1155 tahixncs feld 'we arme # needs hot %o be
; ‘ ping) densities. We name our model Student Splatting ture model 1o a radiance ¢ arg
SCO0 o

. ivity, tri i ':.lﬁns or s \'J“lnﬁ
ﬂ”d SC ()0piﬂg or SSS “ he" ]}) ()V’d”le bt’llt’l t.l']))fﬂ'n‘ll), Nblnclkd o Gd P
’ USS
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Award CeremonydY

Best Paper

VGGT: Vv
* Visual Ge :
: €Ometry Groundeq Transtory
lanyuap 12 o
Wang Minghao Chen!2

o Nikita Karaey!
Christian Rupprechy! o

Andrea Veda|gjt2

Figure 1. VGGT is a large feed-forward transformer with minimal 3D-inductive biases trained on a trove of 3D-annotaled data. It accepts
up to hundreds of images and predicts cameras, point maps, depth maps, and point tracks for all images at once in less thana second, which
often outperforms optimization-based alternaives without further processing,
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Award Ceremonyd<l)

Longuet-Higg'\ns Prize

Going Deeper with Convolutions

Christian Szegedy, Wei Liu: Yangaing Jia: Pierre
Sermanet, Scott Reed, Dragomir Anguelov,
Dumitru Erhan, Vincent Vanhoucke

NUps://iiMitiabd.xyz/
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Fully Convo{utional Networks for
Semantic Segmentation

Jonathan Long, Evan Shelhamer. Trevor Darrell
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Ishan Misra
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https://limitlab.xyz/

- CVPR 2025 DEjA - =TT (41/181)

Award Ceremonyd<l)

Kristen Grauman
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1 BESNT-BERX
B &t CVPR 2025009 D EHXX )AL (CVPR 2024 T E L1=5m3X1044)
Best Student Paper Honorable Mention(2)
Best Student Paper Award(2)
Best Paper Honorable Mention (3)
Best Paper Award(2)

D 53% . Best _paper 1';*% UZ I\ ( https://cvpr.thecvf.com/virtual/2025/events/AwardCandidates2025 ) &CVPR awards 0) UZI\
MDOLEIRXERLTWV=CEITEE
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LIMIT.Lab [ZH[TAHIEA T Dbest paperF il
0 FOESNT-FEMRX
Q &5t CVPR 20255 09 MEHX )AL (CVPR 2024 TR E L1=aw 3 1044)
1 Best Student Paper Honorable Mention(2)
A DIFIX3D+: Improving 3D Reconstructions with Single—Step Diffusion Models
[d 3D Student Splatting and Scooping
1 Best Student Paper Award(2)
1 Zero—Shot Monocular Scene Flow Estimation in the Wild
1 Convex Relaxation for Robust Vanishing Point Estimation in Manhattan World
1 Best Paper Honorable Mention(3)
1 Navigation World Models
1 MegaSaM: Accurate, Fast and Robust Structure and Motion from Casual Dynamic Videos
4 Molmo and PixMo: Open Weights and Open Data for State—of-the—Art Vision—Language Models
J Best Paper Award(2)
d  Generative Multimodal Pretraining with Discrete Diffusion Time—step Tokens
4 VGGT: Visual Geometry Grounded Transformer
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LIMIT.Lab [ZHITHIEL X Dbest paper T Al
0 FOEINT-FERX LEHE
B &t CVPR 20250594 — 7 MEwX JALE (CVPR 2024 T E L1=530104)
d Total: 9 — 7 papers from the CVPR 2024 list (10 awarded papers in CVPR 2024)
Best Student Paper Honorable Mention(2— 1)

J XDIFIX3D+: Improving 3D Reconstructions with Single—Step Diffusion Models

J _] 3D Student Splatting and Scooping — But, it’ s Best Paper Honorable Mention
Best Student Paper Award(2— 1)

A  ){Zero-Shot Monocular Scene Flow Estimation in the Wild

a ){Convex Relaxation for Robust Vanishing Point Estimation in Manhattan World
Best Paper Honorable Mention(3— 4)
"4l Navigation World Models
\'4 MegaSaM: Accurate, Fast and Robust Structure and Motion from Casual Dynamic Videos

3

3

3
3
3

Molmo and PixMo: Open Weights and Open Data for State—of-the—Art Vision—Language Models

Best P Paper Award (2— 1)

J

J

Generative Multimodal Pretraining with Discrete Diffusion Time—step Tokens — But, it’ s Best

Student Paper Honorable Mention

VGGT: Visual Geometry Grounded Transformer
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Backstory of best paper award — VGGT o weszmsms s coszzins 1 sumescxnzs,)
3 VGGSIMM LR N R E—
O VGGSIMIZEMIT T THRMES ALHLL

Q EEDSMINATSAUIZHES . DFY “images — correspondences — camera poses & points —
bundle adjustment — refined camera poses & points” &LV A X

o VGGTZEEE(L DUSt3RIZE B

Q IDEBRICEVWTELRBERGT — 2B R/ NSH A LIZHTT

a ZLTVGGTA - TransformerD 74T —FEITOD A TH THLHEHATELEDIC
o (ARELLTO)VGGIEREFEAICIE L EF R EBEE CoTracker HLILFTIZE

=

Il

niti as ’, ud X Cameras P, point cloud X p
- tarting - 3 £ ) .
: 5 : i e ¥ . ocations P () e W

e o " i

mny i v L ; L cstimate 4 9999 . .. é . | i ¢
] s | Deep camera | Ve fat =] & Vi B aks P §3EG
3 predictor T, SR ? ¥ & 2 starting track {4 onnve I
B l R =1 L locations P features Q

b 8
B ; % s - N,2)  (N,d) _—
) ] Deep R ! s { 7t -
. ! triangulator Ty 2 b = { |prondeast lbmadcm
dddddddddd .
o IIII ““““““““““““““ N. Karaev et al. “CoTracker: It is
Learnable components > Trammg loss L < (TN, d)

Fig. 3: CoTracker architecture. We compute convolutional features ¢(I;) for Better to TraCk Together’ ECCV

e X X . . frame and process them with sliding windows. To initialize track featur Q we bili ea.rly 2024 [Llnk]
initializes a point cloud based on these tracks and camera parameters, and applies a bundle adjustment layer for reconstruction refinement. sample from ¢( +) with starting point locations P. Locations P also serve to initializ

The whole framework is fully differentiable and designed for end-to-end training. estimated tracks P. See Fig. 4 for a visualization of one sliding wmdow
J. Wang et al. “VGGSfM: Visual Geometry Grounded Deep Structure From Motion,”
CVPR 2024. [Link]

Figure 2. Overview of VGGSfM. Our method extracts 2D tracks from input images, reconstructs cameras using image and track features,

9 LIMIT.LAB
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Backstory of best paper award — VGGT o weszmsms s coszzins 1 sumescxnzs,)
0 RESE Mo REE ~DIS5AH
O FEDJianyuanlZF] B ETCVPRIFHh A Y TEH M ABALIKRE
Q HEERINARR—FAF. ZOFFAVRODZEEA
O Award ceremonyE B D iE®&IZNashvilleigd

a CVPR award ceremony
O Program chairsMbRE([CDVTOHFEFEMITZEL, SEDCVPRIE Oscar D&LH7=>71=
O Best paper award —&BRZ(Z5GA LT (DFEY . honorable mentionFERETIZHEAHITONTULVE
Mo1=D TBPHERERIIE “all or nothing” MIKRE)

A Jianyuan MDAV

I was extremely nervous. I still don’ t know how to fully describe the feeling. Even now, it all feels kind
of unreal. (NI TKEELFEL-. TOREFLEESRBALI=- VLWL EETNEFA. STHE. £
THEIZIFRERLGNGELNTT,)
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Backstory of best paper award — VGG
2 VGGNet M5 VGGTransformer ~DEELHUIYEZ !

3 VGGNet(ICLR 2015)
A Convolutional Neural Networks (CNNs)
d E{&ER# Dbackbone network& L T D F|

3 VGGTransformer / VGGT (CVPR 2025) - VGGNet D10 &F£ &
1 Transformer
d B— Transformer T JL CIDEBEEM N i
A 3D vision [ZH[T5 backbone network& L TD EAFF

O Visual Geometry Group (VGG) D KEMGEER
d 2010FE{XLLRI: 3D geometry MELTA—HREEN, BB RBICETAIARLITHONTES -
d 2010FE X LLR& : Deep learning BNELETH—HRTZHY, 3D visionft i BZHITHNTET=
[ VGGT: 3D geometry x deep learning M5& OO RRA 2k
3 20258 LI ?: 3D vision x deep learning [T THESE TEHIRREIZLEEHMN?
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=

X CVDEM]

a. 55%’“ D 1= D Vision and Language

Medical VQA with noisy labels and diffusion [Guo+, CVPR 2025]
VLMs alignment with CoOP [Koleilat+, CVPR 2025]

VQA with visual reference [Chen+, CVPR 2025]

VLM with soft label [Ko+, CVPR 2025]

Pre—training of VLM [Ziyang+, CVPR2025]

b. %J§ [[] [+ Semi—supervised learning

iii.
Iv.
V.
Vi.

Vil.

. LRI EEIN TN =M, REEIZHESRIRE

L EROEBETIUNHOTH. SINUNMET —EFRHBERSN TNV LEETRT ?

Deal with annotation ambiguity [Kumari+, CVPR 2025]

Depth guided segmentation [Li+, CVPR 2025]

Find overconfidence prediction of foundation model Ma+, CVPR 2025]
Unsupervised prompting for SAM by DPO-inspired loss Konwer+, CVPR 2025]
Uncertainty—aware consistency and contrastive Assefa+, CVPR 2025]

Ve, 9
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https://openaccess.thecvf.com/content/CVPR2025/papers/Chen_MIMO_A_Medical_Vision_Language_Model_with_Visual_Referring_Multimodal_CVPR_2025_paper.pdf
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https://openaccess.thecvf.com/content/CVPR2025/papers/Ma_Steady_Progress_Beats_Stagnation_Mutual_Aid_of_Foundation_and_Conventional_CVPR_2025_paper.pdf
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RIEF X CVIAZED Hj[FA]

FDT=8 DVision and Language
Patch—level VLLM —> multi-resolution (Patch—level. Slide-level &

[Chen+, CVPR 2025]

[Sun+, CVPR 2025]

ixels
‘00000‘100“10 PL
\& SlideChat
WS patching Projaction
Slide-Level
Encoder

Patch-Level
Encoder

224x224 palch sequence

#Query: What is the type of tumor in the image?
CPath CLIP

The image shows atypical cells
with pleomorphism, disrupted......

5 ujoL

12podu3 uoiday
1SN

O C
oo Wi split

dnd-yiedd
Joye8a.83y

oo @E@Eeoee

#Response: Lung Adenocarcinoma

) VLLM

(a) Existing CPath VLMs
Agnostic Histology Image
S
1

Resoluti
-

" Vision Encoder,

Contrastive
Pre-training
Loss

Tumural calcinosis. A tissue
|react|on is often seen adjacent
1to calcified deposits, with
imuitinucleated glant cells; ... _ 4 3
A classic-type myoﬁbroblastoma '

| owing fascicles of spindle cells '
rinterrupted by thick bands of '
1collagen... 1

Resolution Agnostic Descriptions

“Text Encoder

[Albastaki+, CVPR 2025]

(b) Our Proposed Multi-Resolution CPath VLM (MR-PLIP)

Multi-resolution Hlslology Images
5]
§ Contrastive
s Pre-training
= Loss
2
D
=
Multi-Modal
Encoder
[ttt i i
) @5X: The image primarily ' =
1 showcases a lymph node, ' R
1 which is identifiable by its ' '§ Cross-
: characteristic features... 2 2 Resolution
| @40X: The image primarily | Visual-Textual
1 showcases a variety of cells, 1 E Alignment

Yincluding lymphocytes, plasma !
: cells, and macrophages..

Multi-resolution Descriptions

&2 {ADMambar—XET /L

b. ATAKFIE
MambalZPatch-level D[EHEE£HIT 5= DFi%

[Chang+, CVPR 2025] [Zheng+, CVPR 2025]

e ;c-.~1 2 !j{am’ Our20.Mamba Global Global Modelling “A  Intra-group Local Modeling
- Modeling Linear Complexity A Linear Complexity
e : 2 & ¥ -4 . "
5 Information Forgetting » Information Forgetting
Overlooking Local Lacking Inter-group Interaction

1:1-»[3 [}” 1 O~

No spatial context Spatial discrepancy Spatial continuity (c) Grouping BiMamba-based

Figure 1. Left: Conventional MIL Bagglng of patches adopts
no spatial context. Middle: 1D Mamb hods flatten a
WSI into a 1D sequence and lose the 2D structure. The adjacent
blue and orange patches are far away in the sequence. We call this
“spatial discrepancy”. Right: 2DMamba processes a WSI in a
2D mzumer preserving 2D structure. The blue and palches
dj; in the We call it “spanul continuity”.

q

(d) Memory BiMamba (Ours)
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https://openaccess.thecvf.com/content/CVPR2025/papers/Albastaki_Multi-Resolution_Pathology-Language_Pre-training_Model_with_Text-Guided_Visual_Representation_CVPR_2025_paper.pdf
https://openaccess.thecvf.com/content/CVPR2025/papers/Zhang_2DMamba_Efficient_State_Space_Model_for_Image_Representation_with_Applications_CVPR_2025_paper.pdf
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Direct Preference optimization (DPO) for Vision and Language

SymDPOIZ &k %in-context learning D {& & Noise-aware preference optimization|Z&AVLM®D 7\ 7 X f#i
[Jia+. cvpr 2025 ] [Zhang+. cvpr 2025]

Chosen Response

V4

General DPO Data Noisy Data
1 Nelay Da
Format : SymDPO Data Format .
Question: Not Erase | | | Question: Not Erase Question: Not Erase Question: Erase Question: Erase Question: Erase & vk :::' the ;?""’ of the
Chosen: Relevant | | | Chosen: Unrelated Chosen: Unrelated Chosen: Relevant Chosen: Unrelated Chosen: Unrelated iswhite. oy Direct Preference Optimization
Reject: Relevant | || Reject: Relevant Reject: Unrelated Reject: Relevant Reject: Relevant Reject: Unrelated -
&

Context

Language Bias Response /, B = Inga‘(ﬂ log :aj(?lgh‘;)) _ Blog Wwefz;\lﬂ‘i) )
ref(Yuw re,

/ No, the color of the b;l

is brown.

(D) 7\
m@m 5 h\

‘This is aprofile view Noise-Aware Preference Optimization
of a polar bear wit

R Is the color of
the bear white?

Multimodal Tnput

R Is the color of
the bear white?

‘white color. .
1 . G
Lxaro = —(1 —a(ﬂlogm _ Blog Twl2) ) )
Rejected Response q et (Uul?) Toor ()

The bear in image is

white heir whits ]
helps them...

chosen

Figure 2. Method details. First, biased responses are constructed by using masking to guide the model toward over-relying on prompts

reject -U
Figure 2. Comparison ‘of General DPO and SymDPO Formats: General DPO relies solely on standard text for Questions, Answers, and generating responses based on the base model. Next, NaPO is applied for noise-robust preference optimization to counteract noise in
Chosen, ;md Rejected Answers, focusing on text-based training. .ln contrast, SymDPO replaces textual Answers with symboli‘zed text “; automatically constructed data, dynamically assessing data noise levels to calculate NaPO’s noise robustness coefficient ¢ (see Equation (12)).
boost multimodal understanding, requiring models to interpret both visual and symbolized cues. This approach strengthens the model’s Here we assumed that the original data is of high quality, so DPO is used to train on it directly. Additional experiments were conducted with
NaPO on the original data, and the results can be found in Appendix A.

ability to reason and decide in complex multimodal contexts.

BRAOVBEEDR—I DEAIZLDBERIBEERBEILIZEBAVLMOHE
[Yan+. cvpr 2025]

MLLM Z@e  The video shows the rabbit [98, 201, 135, 128] closer to the wall surrounded by vegetables. At
Output “ 9.45-10.35, another rabbit jumps over it. Now the other rabbit is closer to the wall than it.

PPO

: " —
Special f ) 44
'l%ek:: _'i i Vi Mask
T Head
DPO - Connector | — LM e 4
1 e Temporal
Vision L'f'm“ i Head |~
Encoder . ) .
TPO — [ Task Head I SCILE Visual Labels t T N
Region

: ) 3 : — 3
------------ Conversation Data i Viatehithe rdbbit Head
near the wall, what
i 4 h in the video? f
appens in the video — M ‘ e 3:&

Figure 2. Comparison of Learning Method. A solid line indi- Visual Input User Input
cates data flow, and a dotted line represents feedback. “ and Figure 3. Overall Pipeline of TPO. The archi of Task Prefe Optimization (TPO) consists of four main components: (1) a
vision encoder, (2) a connector, (3) a large language model, and (4) a series of visual task heads. Differently colored flame symbols
deHOte mOdUIeS that are frolen and unfrozen. indicate which components are unfrozen at various stages of the training process. L / M / T L A B
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VLB ET LD EIRE S miEE (DPO)

BRRERET) 77 ADRE L HYx 1S5 LB GHEDPO
BARTYIIZ PO ZEM7 % [Lang+, cvpr 2029] [MA+, cvpr 2025] [Croitoru+, Cvpr 2025]

(@) (= zt) i ‘ po(eily|zy) @ . @
E N e Haier Batches with increasingly difficult image pairs
] g (Generative domain) (Intermediate domain) (Real domain) T — S .
2 Preference = Preference ‘ - R ~ @
& Model = Model w
= L2 S % 3
a q(allzh) : - D) £ g i — ”
= x, s> E 5 Images with high ranking difference S; §
E £ s
<]
’ Chuse | N - ”~ \ / Ll E-
= @ Human preference : Visual :qualhy > Visual ﬁl;m details : H ( WI I ) ( - ) E
g Po(@ia|z) | @ P Random 4 3 ' | I i ith medi ki d'f,f ; S, g
> = b ¢ Selection Ao g % y mages with medium ranking difference k | ;E’
< ; g £ £ a
= g g z =
i £ ] ]
Timestep (t — 1) t € [0,x] & & & &
Figure 3. Comparing frameworks of SPO, Diffusion-DPO, and D3PO approaches. SPO does not adopt direct preference propagation as . . i P Images with low ranking d|fference S| | £
other DPO methods do. In SPO, a pool of samples are generated at each step, from which a proper win/lose pair is selected and used to Figure 2. Three-stage training of HG-DPO. It progressively en- -~ - v

fine-tune the diffusion model. Then, a single sample is randomly selected to initialize the next iteration. hances the model’s human image generation capabilities.

Fr)TL—2av[2&dT) 77 ADEEL [Leet, A2 N—230TYT7L O ADEEE
cvpr 2025] & By \°5)‘—’5l1l:. DDIM [Lu+. cvpr 2025]

(a) Data Generation (b) Reward Calibration (c) Pair Selection (d) Train with CaPO Loss
. A red dog and vell Single reward + .
rompt: “A red dog and yellow cat” ),
—_O0—0O0-0—0— 00— ‘ 3 .-4",,‘
Multi-reward b
Nsm'::s T2I Model ® - L
o 0 @ Implicit reward from model Xo(t3) Xo(t2) xo(t1) %o
S ARy = B(Ro(x;) = Ro(x;))
@ 0 o (% (X,
3
3 ©) O . Calibrated reward ! 1 1
5 ® g0 S0® | \'B, 1 Oty !
AR = Rea(x") — Rea(x7) Noising 5(3  9t3 i % !
. Rewardl | T T4 (N ——
Frontier-based Rejection Sampling: CaPO loss % 3 tz 2 Xo

g:
V(14),2.4), (25).(35)  %(15),(3.4)

Reward . J —
models il 4l R, 080 015 055 @:positive @ negative

Lcaro(6) = (ARg — ARc,)?

Figure 2. Overview. (a) We generate N images using pretrained T2I diffusion model using the prompt dataset, and infer the scores from
reward models. (b) Then, we calibrate the rewards by making pairwise comparison between images. For each image, we compute the
win-rates between other N — 1 images using Eq. (2), and average them to obtain calibrated reward R.. (see Sec. 4.2). (c) We select pair by
choosing the best-of-N and worst-of- N when using single reward. For multi-reward, we use non-dominated sorting algorithm to select
upper Pareto set as positives, and lower Pareto set as negatives. The accepted and rejected pairs are also listed using proposed rejection ¢
sampling method. (d) Lastly, during training, we select a pair from (c), and compute CaPO loss (i.e., Eq. (8)), which perform regression task
to match the difference in calibrated rewards (i.e., A R., by the difference of implicit reward model (i.e., A Ryp).
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TARDIZE T AHDirect Preference Optimization (DPO)
DPOR—X MDfine—tuninglZT XD KLU KIZIZHD H?
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D

LY I -
jj 1§}J '}‘j] ;%’N Figure 2. Ilustration of the proposed framework for semi-supervised segmentation: Unsupervised geometric and text prompts,
obtained from pretrained BiomedCLIP, MedVInT, and GPT-4 models, are fed into the prompt encoder for finetuning the framework
ﬁ ﬁ-n' _ I on a small fraction of annotated data. In the next stage, we simulate a virtual annotation process that assigns ratings to the generated
7= _nﬁ :E T ) L @ % segmentation candidates, which are used to fine-tune the decoder. This stage handles unannotated data, as the model does not rely on

7__:\ 9 @ D E % E E 1% ground truth for direct supervision but only for rating while simulating a human annotator’s feedback.
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Decomposition for Single Image Plant Modeling
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Zhihao et al., “Neural Hierarchical Decomposition for Single Image Plant Modeling”, CVPR 2025, [Link]
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Y. Liang et al. “Zero-Shot Monocular Scene Flow Estimation in the Wild,”

B. Wen et al. “FoundationStereo: Zero-Shot Stereo Matching,” CVPR
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a HE /VLETILOREIZER / £/T—

—A (synthetic data) DRT )L
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The workshop aims to explore the use of synthetic data in training and evaluating computer
vision models, as well as in other related domains. During the last decade, advancements in

computer vision were catalyzed by the release of painstakingly curated human-labeled datasets.

Recently, people have increasingly resorted to synthetic data as an alternative to laborintensive
human-labeled datasets for its scalability, customizability, and costeffectiveness. Synthetic data
offers the potential to generate large volumes of diverse and high-quality vision data, tailored to
specific scenarios and edge cases that are hard to capture in real-world data. However,
challenges such as the domain gap between synthetic and real-world data, potential biases in
synthetic generation, and ensuring the generalizability of models trained on synthetic data
remain. We hope the workshop can provide a forum to discuss and encourage further
exploration in these areas.

Workshop overview

FRH . BE, ORYMEFEEDZIDEIRTIZEHEN

"One-Shot" Imitation

Versatile Skills & Platforms

One Human-Collected Demo

DemoGen: 100x Synthetic Demos

Dexterous Hands Deformable Bimanual

Extended O.0.D. Capabilities

&

Disturbance Resistance

Poor Generalization

Strong Generalization Obstacle Avoidance

Best Long Paper: Synthetic data for robot policy learning

Z. Xue et al. “DemoGen: Synthetic Demonstration Generation for
Data-Efficient Visuomotor Policy Learning,” CVPR 2025 SynData4CV
Workshop. [Link]
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Molmo & PixMo: State—of—the—art open—sourced VLM
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https://arxiv.org/abs/2409.17146
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ViT (Vision Transformer)

SR DRE

[ Token Cropr ViT httos//arxiv.ors/html/2412.00965v1
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[ Your ViT is Secretly an Image Segmentation Model https://arxiv.org/abs/2503.19108
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ViT (Vision Transformer)

R ‘

{RDHE
d BOE-ViT (Boosting Orientation Estimation ViT)

A P OF BERHEIZEDIDHTRETSLTSAAVNEDVIT
d BHVIT (Binarized Hybrid ViT)
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OVE1A—3EDIVDERT —4
O CLIPAsso: Semantically-Aware Object Sketching
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Ij 9 By Hesong Li et al. CVPR 2025 Open Access Repository
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New Trends in Image Restoration and Enhancement workshop
and associated challenges (NTIRE2025)
NTIRE 2025 E[{&DEEEZICEHT H5FvL 2P (x4)
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New Trends in Image Restoration and Enhancement workshop
and associated challenges (NTIRE2025)
NTIRE 2025 E[{&DEEEZICEHT H5FvL 2P (x4)
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New Trends in Image Restoration and Enhancement workshop

and associated challenges (NTIRE2025)
NTIRE 2025 E[{&DEEEZICEHT H5FvL 2P (x4)
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New Trends in Image Restoration and Enhancement workshop
and associated challenges (NTIRE2025)

NTIRE 2025 E[{RDEAERICET H5F rL 2 (x4)
Track 1 Winner;

Sams““gAlCamera

* Hybrid network: HAT
(Transformer) + NAFNet
(CNN)

* Dynamic feature fusion:

combines global context &

local details

Detail Enhance Block
* Progressive training:
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New Trends in Image Restoration and Enhancement workshop
and associated challenges (NTIRE2025)
NTIRE 2025 B DERERICEHT HFrL Y (x4)

Upsampler + Diffusion: Fine-tuned MambalRv?2 followed by frozen TSD-SR.
Targeted Losses: L1+ LPIPS for accuracy, CLIP-IQA prompts (“Good vs Bad photo”) for realism.

* Lightweight Training: Only the upsampler is trained (100 k iters on DIV2K + LSDIR); diffusion
prior stays fixed, delivering impressive perceptual realism.
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New Trends in Image Restoration and Enhancement workshop

and associated challenges (NTIRE2025)

NTIRE 2025 E{RZDEERZIZEHT H5FvL P (x4)
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ScanNet++ Novel View Synthesis and 3D Semantic Understanding

Challenge
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O KIRRIDL—UIZHET55H 7R R & (Novel View Synthesis)
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ScanNet++ Nove

View Synthesis and 3D Semantic Understanding

Challenge
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ScanNet++ Novel View Synthesis and 3D Semantic Understanding
Challenge
SEDFUURIE, 3D x BNE#ESIZLDH4DIZT TRH
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Workshop: Sight and Sound (paper session 1/2)
d CAV-MAE Svync: Improving Contrastive Audio-Visual Mask Autoencoders via Fine-Grained Alignment A&

iR am X
1 fREE® RIFFHADMasked AutoEncoder CHREEI BT i AV AT BE . EE M7 FfE] 0 B2 BEIC K HACAV-MAED [ L

ImageBindE LB L CTA—T 44 LED a7 IIL DR IEH A £
A Diagnosing and Treating Audio-Video Fake Detection
Q A—TAFBEDTA—TIzAUTHY . ROFI—IT7—3yb GREA—XS4 FHETOrILERE
d UWAV: Uncertainty-weighted Weakly-supervised Audio-Visual Video Parsing A% & &3
Q AR REEHEENT. REETIV . FYKRELN ——2 T YN KBRUSNILET LD —=2T | R
EERMMEBKEORYBZICEAN —=0F  FHET 2y A —TAF ARV EDaTILARUE F—
TAFED AT ARV DB AEEDLLPT—2 vk
d STM2DVG: Synthetically Trained Music to Dance Video Generation leveraging Latent Diffusion Framework

O R—XEHMAFELDM, BT —E2EvhERNALTSA4 Z2a—Dyd by R—X-Toa—4—
O Seeing Speech and Sound: Distinguishing and Locating Audio Sources in Visual Scenes A& X
d ARV FELEELEZTENDEELZESL . A—T (A EECATIVOREIT O T4
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Workshop: Sight and Sound (paper session 2/2)
d  AVS-Net: Audio-Visual Scale Net for Self-supervised Monocular Metric Depth Estimation

Q O 7 I0—%FRALTCGREHEZRE. FICTIo—Z2FRALTLIYSWVEELZER
d SAVGBench: Benchmarking Spatially Aligned Audio-Video Generation
A a7 ZRMICHABIN A —TFAHEER. ABIDRE—FEERBEZELT—2IYMDIR
E(TUVEVZYIRA—T 44 360EEBEZEL) . AiE:MMTAT721—230~R—X
d BGM2Pose: Active 3D Human Pose Estimation with Non-Stationary Sounds
d 2VtETM EEBBICKDETITAIIRIDABDERBETEEXIE
[ Visual Sound Source Localization: Assessing Performance with Both Positive and Negative Audio
a BEEMDEFRAUEREME
QO - AITRI)—20FRITA /A X2 TBANRMEB L RHTFATA—F4ADEMIZLDT—
Aty MLk, B O MIEREA
A VGGSounder: Audio-Visual Evaluations for Foundation Models
QO SENTAVAUFI—IE A
a ANENSRILFIFLEZBD T, EHEIZEZEFVTADIFRITER
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http://sightsound.org/papers/2025/Xiaohu_LIU_AVS-Net_Audio-Visual_Scale_Net_for_Self-supervised_Monocular_Metric_Depth_Estimation.pdf
http://sightsound.org/papers/2025/Kazuki_Shimada_SAVGBench_Benchmarking_Spatially_Aligned_Audio-Video_Generation.pdf
http://sightsound.org/papers/2025/Yuto_Shibata_BGM2Pose_Active_3D_Human_Pose_Estimation_with_Non-Stationary_Sounds.pdf
http://sightsound.org/papers/2025/Xavier_Juanola_Visual_Sound_Source_Localization_Assessing_Performance_with_Both_Positive_and_Negative_Audio.pdf
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Workshop: Sight and Sound (invited speaker)

A #HEWOS1=H—av(CBFAREEMTEO# A lames M. Rehq)
O —AMBEANSORBEIHEMIZ2=r—2aVITBNTEE
[d Paper: Listen to Look into the Future: Audio-Visual Egocentric Gaze Anticipation (ECCV2024)
Q 225 BT H
d F—4+vk (Ego4D Social, Aria)
O F& #Eet—T 174 ZRLEHHOHE
A HRETDOHOECIVERETIL
[d Paper: Gaze-LLE: Gaze Target Estimation via Large-Scale Learned Encoders (CVPR 2025)
d A7 HERDTRTOAD AEDIREEDH
O Fx ERETIL+ WRARTI—F—/—VER
A JL—TR5ERE
[d  Paper: The Audio-Visual Conversational Graph: From an Egocentric-Exocentric Perspective (CVPR2024)
[d Eh#%: Ego-Exo Centric, E6LELEE
[d 4X%:Ego-Exo Centric £555' 57 %l
O 7L 880 a—5— (B, BF) . TIRYOX, wILIT7Toay
A OVE1—4EDa ARV EMAE DL ENDIAFr—, BLUZ DO KAIFTE
[d Paper: SocialGesture: Delving into Multi-person Gesture Understanding (CVPR2025)
A CRFYy—FRHELTCO—HNFAXTELODRUFI—4
A BEOTIILFE—HFIULM, EBETILIE. EHOAOHKWBEERERETDICEELZT+H

[d Paper: Werewolf Among Us: A Multimodal Dataset for Modeling Persuasion Behaviors in Social Deduction Games

O SREHEFRIRY
d ZothoT—42tvh: RE—F 25 4—45 YD HER|
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Workshop: Sight and Sound (invited speaker)
A KRB EZEETIVCEIAEEE  SIESAE LY LRSS EEEAOGA (David Harwath)
A 22007 —avIZBIFBTIILFE—FIL LLM O#EEDTEK
d EEmEEZ
[d Paper: VOICECRAFT: Zero-Shot Speech Editing and Text-to-Speech in the Wild
A 429 R4RH9A—=25 TTS
d BIRE: b—F I ANIRDT—REIrTR R
A 770—F: EBA—ROT—EEFERALTCTFRANRALIFDN\VIR—CEN—=2T 22BBET—4EERALTI7Z7IY
Fa—=249
d 20O T7AT7: 22— La—TYIIZEBBEED—Y14t
[d Paper: VoiceCraft-Dub: Automated Video Dubbing with Neural Codec Language Models
A 429 REBZIZEVLT. AWM. TXRN BEICEDE-EEREER
A A%: VoiceCraft ETILMLD#HAL, Uy T 174 AT a—45 —0BMN., BER—ADT—2yb~ DM
d Z=MF0EMRE
[d Paper: BAT:Learning to Reason about Spatial Sounds with Large Language Models
A AR5 ERBERE; U OVRARUMRY ; AE; BBEE,...
d F—atyk: HHURAR—R 2.0 ¥3IaL—45—
d A% LLM + FRETICEMY YU RI a—T 409 %M ( Spatial-ASTET L)
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Workshop: Sight and Sound (invited speaker)
A PR —T4TETIIZKBBRRE LT DFEE (Ziyang Chen)

[ Paper: Diff-Foley: Synchronized Video-to-Audio Synthesis with Latent Diffusion Models
d BEISOYIURERMAD LDF

[d Paper: Video-Guided Foley Sound Generation with Multimodal Controls (CVPR 2025)
A TIFE—SNLES,  BE+T IR —TAF I TF RN —TA4A T —AORTEFERALERBEN —=2Y
O ERICHNRMGERER

[d  Paper: Composing Images and Sounds on a Single Canvas (NeurlPS 2025)

d BBRERBFEARINOATILDOR S

Q 7477 - BCASER (ERIEIEZRDFvILIvDEIRA. BEDFYITLavDLIIEIZSHER)

d AELERETIVEEA

S LIMIT.LAB -
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Workshop: 3D Vision Language Models (VLMs) for Robotic Manipulation: Opportunities and

Challenges (invited speaker)
1 Embodied Al DE 3> EEEY YT DERL (Angel Chang)

A Semantic Mapping in Indoor Embodied Al (survey paper)

Buppoou3z

24mPNas

d #MEFLDFEST—a>D=HDTvTIER
A TILFATozHIRFES — a2 (MUltiON) 2R % LangNaviBench, GOAT-Bench
d ZEHEE<YT
d 20x—X FREFRICEDA T O IMEROIEF (YT DER)-> FRDAH (RVTAD BEDRER)
d /X ERLayh-MEFILDAV RN I3 - T40— ERBETIVEREDFTES —avDfiE

O EBETILOMEA SERICSIT=-HDHESEHRBRTI 7. F 378 &EICKY., JYE&EIESh=FES—av e

https:/limitlab.xyz/
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Workshop: 3D Vision Language Models (VLMs) for Robotic Manipulation: Opportunities and

Challenges (invited speaker)
A Hierarchical Action Models for Open-World 3D Policies (Dieter Fox)

A Perceiver Actor
Q 7923 %&E1T95H1I1Z 3D DR—X/MMIEZE T
A Paper: RVT: Robotic View Transformer for 3D Object Manipulation
O EHORR[RBEHREZHEAESHOETORYMUBZERT 5 EICIHBARMAIDRIRDIESE
A Paper: RVT2: RVT-2: Learning Precise Manipulation from Few Demonstrations
O ROF—ITL—LR—XDFE
a Eva EEE%T)LE/EFHL’CBD/*'Jv—%%(
ad A A -> Vision-Language-Action Model -> EL R JLRY S —DaTF XL > akO—)L
A Paper: HAMSTER: Hierarchical Action Models For Open-World Robot Manipulation (ICLR 2025)
Q VLM RO —2FBHM 2D bSOV Ry FEER
d 3D ARYO—hL—Z=UFH® 3D RYL—FETIL
O EHRFFEDONCEICENWTEEGERBENEZTRYT

S LIMIT.LAB
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Workshop: 3D Vision Language Models (VLMs) for Robotic Manipulation: Opportunities and
Challenges (invited speaker)
[ Genesis: An Unified and Generative Physics Simulation for Robotics (Chuang Gan)
A How far are we from an embodied generalist agent?
[ Generalist agents: YILFE—H )L, IILFERY, IILFIRE,
QA DK EL  HAETILONBE
d MBEHREETIVIET DHE
DIRL—TATAl H D RGBT DY
WA EIBEG B EFE -7+ T —F2al—2ay
TILFEA—ENE AL DEF K EYEEHEE
TooaoEIFT -2 al—3Y
ERIIRLIRN—XDEFEELYLERL
d 7IVr—3y
QA YINAT o7 = A—23, Thin-shell manipulation
A EERO770—FFRT—ILT7YTTEHM?
d Genesis: TEM S AIREGNAYMES 2L —4
Q T—2%RERT— )b?/?"'d’ét&')k‘%%bli@/‘(?? R E(EEEER. EBFT0UTJELTHER) .
AR, fL—=2F ST & B AN AT BE%RoboGenF R
d Ea—< Y—ILAORY T RZICHESGONEWSBEZHERT HICIE 2> ORI ZAYVIRL—T4TY—)L

EJEJEIEJEJ

S LIMIT.LAB
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Workshop: 3D Vision Language Models (VLMs) for Robotic Manipulation: Opportunities and
Challenges (spotlight papers)
A The One RING: A Robotic Indoor Navigation Generalist
Q £2TOELGAHAARYENIZEDHDIZN—YIILFES =23 R — ARy ELGIIL BROHELELD
Q FEFLIE. T—H2EETILEAMONe RingZFIRE. Ak KBEEN ——2T + SUF LEEBHBETORLI 7/ Fa1—
=0 V2aLb—3 T —Z U T SN EBRDOREICHEG TED,
d  Manual2SKill: Learning to Read Manuals and Acquire Robotic Skills for Furniture Assembly Using Vision-Language
Models
O RESEETILEEALRIERTILOFEE 2DEBREEBLXANELTERL. 7 JUREDKEB T 7% £k
Q I—/I/In:.uEl EOGELEORYNT VT
Q R 7 IVT7T)r—2a T, SESFEFLETUAEKOCBEDOELICENICIGCTEIG T SEE NHAFRRIR
Q FRERLLMZFEALT, SESTFLGHROETILDERIZT U TIRATIILEHESES-HDEEBH A FEE/RK
[ ZeroMimic: Distilling Robotic Manipulation Skills from Web Videos
Q FE oORyMNIEROT 421k
O fRRE ASAVBENS—REIHERATILRYS—ZFZAR ETIL. ATV ABDOFENAZLTWHNEONEND ., ATY
T2: NBIDFEIEET BH-HMBCRIL—DL—=2% | ATV RB ARV T —LICEA—IUT7—LR)—%#ER. &
BETILIE. AROBEZORYRR)O—ITHEHTEHIEERHIC

& LIMIT.LAB .
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Workshop: Visual Generative Modeling: What’ s After Diffusion?
[ After Diffusion Models (Bill Freeman)
d #sET L OMES
B FIEE. R .
A SEAKARERDHZHE
A #EBIST4vIR E1—IUT—TARMDRA. SUTLTHRETRABERTILITIR L, TUSZFILYT  KYBMERETIL. ..
d #ekBI574992
A meEESLan?  BREAHAY, BHET. FHEENSL
A coTnchBmREnERTILTYRX A
A Paper: Infinite Images: Creating and Exploring a Large Photorealistic Virtual Space
A 23227 59T LTEROAA—2I2F 3
M| Paper: WonderWorld: Interactive 3D Scene Generation from a Single Image (CVPR 2025)
d TE4AEMIC&Sa E1—8—EYay
J yEHRICET S+ AUNENHIRBETI
J Paper: Alchemist: Parametric Control of Material Properties with Diffusion Models (CVPR 2024)
A H1uEARHEIEETHESIC LLMESET 5. BT =LUVHSEEICIE 71340
d SYBAHBETILOILS=FYLY
J Paper: Improved Distribution Matching Distillation for Fast Image Synthesis (NeurlPS 2024)
d BHETILOEZ

\ L / M / T LA B 90
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Workshop: Visual Generative Modeling: What™ s After Diffusion?
A Controllable, Intuitive Generation of 4D Objects and Scenes (1/2) (Jiajun \Wu)
Q 2D EVIILEFBA-MREEAERK
QO YEAXT IO AAHEE A~ de-render — il fElTEA A £
Q 7AT71:SSL DFEE/NATRELTDHAHIAHBEEL
O HHAAABEBITLOZI L THLERIZEBLUAIT TS
Q Phisical intrinsics (FBBA. 3DFIR. B A5, )
A Paper: Seeing a Rose in Five Thousand Ways (CVPR 2023)
O 1DDER.EBDATOIIMURIVATERGE)- TRTONIIZEEHRDAELHS
O ROEZFREIZT HATHIENE
[ Paper: Learning the 3D Fauna of the Web (CVPR 2024)
O E—AT7IUNoERDATI)A~ LEEEHLE
Q 7AT72:Vision-only FMDZEB 44—~ vhELTORRTE
A Paper: Birth and Death of a Rose (CVPR 2025)
Q FBFICN—ZUTSNI2DEBRET VAL, BEMNA TV MNERER (AT IMDIFAN) | RETE, TE
DRSNTREDTIVAF Y DEFHEMIZEL T —7 2 R) EERK
A Paper: PhycsDream: From Object Motion to Action (ECCV 2024)
Q 3D ATV DT I IV EHAFEFTAFTIOXTE

S LMIT.LAB .
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Workshop: Visual Generative Modeling: What™ s After Diffusion?

A Controllable, Intuitive Generation of 4D Objects and Scenes (2/2) (Jiajun \Wu)
O Idea2A: FM({RELERE) MBI —7vhELTORNRAE
O VIMOESENSBIBEET
A Paper: WonderJourney: Going from Anywhere to Everywhere (CVPR 2024)
Q EFLATRN LIMEEAL TRV —> OBBIEERL, T X ANEBEORA UM SIRER/ AT
FRALTIDY—Z2Ea /L. VLMZERAL TERSNI-HIZREET 5
A Paper: WonderWorld: Real-Time, Interactive 3D Scene Generation (CVPR2025)
Q 1—HY—F ERITIHIEMENBEXERRXTIHEETES
A Paper: WonderPlay: Dynamic 3D Scene Generation from a Single Image and Actions
O 4D AKX TORELIREZEFA]
[ Paper: The Scene Language: Representing Scenes with Programs, Words, and Embeddings (CVPR 2025)
QO FRBOEREZHIZEITLHE. REDENID—VDERDAIREIZREY . GERA U250 T4 REMATEEIC
BYFET
BiE J0J 3 LBERIKE
"Z?/T’fbx E”‘EEE nil:li
ECa7INTATUOTATA Z2—F)L IBHIAH
THXRRAMS3D/ADANDE R EMREETREIZT D
4 What's the next:
Q £ AIZETIVET 2B ELRHIIPEDATILDOERICEDLSIZHEILDDI 2FM DFRE|E(E 2
O REN.PEH., BEULIZN—YILAT Oz MBAAHBEIZRE LAY A T403 =0
O RGO T—2ZHRAISTERAL. BRATGEER ESES

Ry NN

S LIMIT.LAB .

https:/limitlab.xyz/


https://jiajunwu.com/
https://limitlab.xyz/

CVPR 2025 M &E] - uft= (92/181)

Workshop: Visual Generative Modeling: What™ s After Diffusion?
ad Language as a Visual Format (Phillip Isola)
QO EPavETIANERERLFEIE. EBETINERZRLIAELEDEELMUTLSL
A Paper: The Platonic Representation Hypothesis (ICML, 2024)
O A—RILZEFSRBEDXvIU554X
Q FALUAELEES (DINO, Llama)
O DINODETILMAKREZFWZRE., FBLUEITS<ED
O KYFEHGFvIT avik EDavORBEREENBRIGYET,
A Paper: Cycle Consistency as Reward: Learning Image-Text Alignment without Human Preferences
O EfRLEEED YAV E—BESEBLHILTHEHEBELETFRINDEEZRE
O 85, 5&. 5l A8
A Dataset: Cycle consistency preference collection (CyclePrefDB)
O BERETHFANDEED il eEIZEF
O CyclePrefDB - T2I%{# FA L f=direct preference optimization (DPO)
Q {EA%: pip install cyclereward
A What's after diffusion
Q EVEILOKDOYEGLERE. ELARMICHRBANGEEIDE

9 LIMIT.LAB -
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Workshop: VLMs—4-All 2025
A Re-scaling cultural knowledge in a UK heritage and museum context (Maya Indira

Ganesh)
Q 3b&EE/NT (ArCH) [T A TANRE
O EERE - HAEDAIZFE>TALINLEEDRHICE - EEETELLIICTHICIEE
STHIEEL VA
Q GLAMtE S A2—EXEEEINEDRRE
A BE. 77 E)TA. RN TH#MLEA T O VO BEE, EMMENANE, B
DTANAFT—ZH =5 BEFRMVAT L ERMMEZOEE., 7—T47778031E
B0 D HATIZEE 9 550
O ZOMERE AIZK T HEEMNLEERE. FEEME. T5—., TOo2)ILE, TOFIILIEENT
WAL \wo0T | LAY —AV TSRS 9F, provisional semantics
a AllZk5B&EOEEERAIRT
O ERZEBCERTOEREINI-2RVIZIE, REFRBEHIILTE



https://www.hughes.cam.ac.uk/about/our-people/seniors-members/dr-maya-indira-ganesh/
https://www.hughes.cam.ac.uk/about/our-people/seniors-members/dr-maya-indira-ganesh/
https://www.iwm.org.uk/research/research-projects/provisional-semantics
https://limitlab.xyz/

CVPR 2025 M &h[E] - uft= (94/181)

Workshop: VLMs—4-All 2025

A  Richer Outputs for Richer Countries: Geographical Disparities in Language and Image Generation (1/2) (Danish Pruthi)
QO E/=L (BED4AR)
O —MOBRKHER (AR, YT E) TIE—EH
QO TORIWITA—LTE-ENFEREINEGLEEFEAEG
O RRE: REDOLLMTIEEHE SN AIEEEHY
Q Zoitho Al SRTLOERE: A, A2, IR HREA
O RE|RAERK
O SESFLTIVT—2a 0 PEBOLFTIATERL. RENGHBSEZRITER / BEROERK
O FBE BEOETIVIGHEMNLGRRBEEZEAELTLLDHN?
[  Paper: Inspecting the Geographical Representativeness of Images from Text-to-Image Models (ICCV 2023)
O RMEDETILCTE., BRI EL

DALL-E 2 unspecified (default)
[l DALL-E 2 with country name
[ Stable Diffusion unspecified (default)
[l Stable Diffusion score with country name

H

0 1 2 3 4 5

Average geographical representativeness
(averaged over all countries)

d  Paper: Easily Accessible Text-to-lmage Generation Amplifies Demographic Stereotypes at Large Scale (FAccT 2023)
O 4. dF.BE. FEENZEICERTAETOTOVIMNIE  SESFREEDOTOVTINRTLA A TEEAHT
O TOVTRCTATUTAT oA EMEENABETRMICERINTLED ., ZOLIBEEERITTOAINICEELEL RATLA AL TIEE

tth /Nimitlab.xyz/
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Workshop: VLMs—4-All 2025

A Richer Outputs for Richer Countries: Geographical Disparities in Language and Image Generation (2/2) (Danish Pruthi)
O RE REOETILEIRKRMHEBLZERLTLESDHN? - NO
d  Paper: Where Do Images Come From? Analyzing Captions to Geographically Profile Datasets (left image)
Q AR TRy EHBRICTAT7AID T BBREFY T IV DRTERELT. T2V EBEDBAICIVEL Y
O LAION2B-EN O#tEBEITAT74/4Y (&Y EBHREYAKREL EREDOANT —FENZ MBI TET 20 AN KEIR > TSI EA

]
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Country-wise distribution for flags (Log Scale)
Error

Country-wise distribution for houses (Log Scale)
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& e e 2w |
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o France | O Austala
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0 50000 100000 150000 0 50000 100000 150000 0.25
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Frequencies

O FEIE: LBRESEDHEE
Paper: Geographical Erasure in Language generation (EMNLP 2023)
O ZLOE HMEHIEERICELATNS
d  Paper: WorldBench: Quantifying Geographic Disparities in LLM Factual Recall (right image)
O KFEEEETIL (LLM) PHEOERIBIT 2B EEHRE BT EEHZ T
Paper: Richer Output for Richer Countries: Uncovering Geographical Disparities in Generated Stories and Travel Recommendations

d ' Ri
QO RITOHEBOCRAN—)—ERBEDT IV r—avIZ AT HBREEDRIBERELSNIZTS

MIT.LAB
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Workshop: VLMs—4-All 2025

Building Culturally Aware Multilingual LMM Benchmarks (1/2) (Fahad Shahbaz Khan)

Q

O HYEH: %

BHEVILFE—SIEBBROFI—Y

d  Paper: All Languages Matter: Evaluating LMMs on Culturally Diverse 100 Languages (CVPR2025) (left image)
XAbICEEEL-% S5 E & LMM &“/9‘-7—’7
)Y—ZADLIEWEEEET10085E. RA T4 EEEDHEMR (B00BFH DER)

o
o
o
o

o
o

RNUFI—VDRRETDDIE,

R (FEAEDEIET
RE: bIZERELT=

Benchmark Multilingual #of #of Total Total Questi Questi A Cultural Specific  Open- Bias Diversity
1 Scripts Dy ins  Sampl Types Forms Type Content Source Correction

Henna [4] X | 1 5 1132 SVQA, LVQA Auto+Manual v X v X
CulturalVQA [31] X 1 1 5 2378 SVQA - Manual - X - X
GD-VCR [44] X 1 1 1 886 MCQ Fixed Manual v X v
SEED-Bench [20] X 1 1 12 19242 MCQ Diverse  Auto+Manual X X X
SEED-Bench2 [21] X 1 1 34 24371 MCQ Diverse  Auto+Manual X X v
MMStar [8] X 1 1 18 1500 MCQ Fixed  Auto+Manual X v X
MM-Vet [45] X I 1 16 218 SVQA,LVQA Fixed Manual X X X
MMMU [46] X 1 1 30 11550 MCQ.SVQA Fixed Manual X v v
CVQA [36] v 31 13 10 10000 MCQ Fixed Manual v X v
MMMB [40] 6 4 15 12000 TE.MCQ Fixed  Auto+Manual X v .
MMBench [26] 2 2 20 2974 MCQ Fixed  Auto+Manual X v X
EXAMS-V [11] 11 - 20 20932 MCQ Diverse Manual X X v
MaRVL [24] 5 3 11 7630 TF Fixed Manual v v X
M3Exam [47] 9 3 4 12317 MCQ Diverse  Auto+Manual X X v
MaXM (7] 7 5 2142 SVOQA Fixed Auto+Manual X v v
xGQA [33] 8 5 12578 Y/N,SVQA Fixed Manual X X v
M4uU [42] 3 2 64 8931 MCQ Fixed  Auto+Manual X v X
MME [14] 2 2 14 2370 Y/N Fixed Manual X X X
Ours 100 24 19 22763 MCQ.SVQALVQATF Diverse  Auto+Manual v v v

EE. BiE. BE.XF.FE. AR—
NIZKBIREEIZLD Al ERKICED QA IZKBER/SAMTSAY
d  Paper: A culturally-diverse multilingual multimodal video benchmark and model (right image)

— A YMIEBIZERLTEY., ETILIEIVY—RADDENEEICEFLTLNDS
SEBHE LMM AVFT—2

VigE | 13D AERIEIE

©®® 8w aes ¢doig ©Oyped
408 BOE?

/" The video shows a man cooking food in a \

\ pot over an open fire. The pot is filled with
rice and milk, and the man is stirring the
contents with a spoon. The video is in
Tamil.

The Sinhala New Year is celebrated by
cooking rice in a traditional clay pot over a
fire made from wood.
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< The video does not provide any
| information about the taste of the garur
| mangsho tehari.
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Workshop: VLMs—4-All 2025

A Building Culturally Aware Multilingual LMM Benchmarks (2/2) (Fahad Shahbaz Khan)
QO HBYEA2: TIETELMMALFI—9

d  Paper: CAMEL-Bench: A Comprehensive Arabic LMM Benchmark (left image)

O CAMEL-Bench . 2L FEGREF, EHCRRRR. FESXEER. DEEMR. EREZGLE, BHRE. VTP JIC&E <Lt FIA
BRI E 8 DD EHLER AL EI8D Y TRAL TR

Q 7IE7EOI—H—HIFIMEAZEBATVWET A, VJB—XFY—RXDGPT-40THRERTT L 62% [ZEE

d  Paper: ARB: A Comprehensive Arabic Multimodal Reasoning Benchmark (right image)
QO THFRAMEREREMNFEDEAICHI=>T, FIETEDERBHGEHREZTE T 5-OICHFA SN -RADRFI—Y
O ARBIZ. RERHER. XEEME. OCR, HZMST. EMBRIRGE | 11D SHRGHEHIZE DD

S -

Sensing Underst.

,%
m h
= Y

Landmarks

Countri

Medical Image Analysis
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Workshop: VLMs—4-All 2025
A Challenges with Geo-Cultural Understanding and Generation (Roopal Garq)
O MEXETILFE—FILIADTYDERFEERK
O B8 BEODETITE, EIZVO0—N\ILELA——R—XTEF+5
HE HRDOMHELOI—F—DT7 I E)T4. AF 4. ERM. EBIZE
O T—AREXvvT — SFEMHEERFE N
d BEOSWVWRT—IoTEN=T 32T R
Q T4 /K - BERY. RYULGE . EMFBEZEERYICTET—3ZINE
A A7—)ILSRBZERALT, BEERFIRI 5D TG A7 — L0 ANEIZ&KEERZE LR
Q A3 —RYDBIERELTELWLWSANILZERFL., IO A F RO Z 5 H
0 IR XILEEEZROS-ODERETIL
O fERE: EREREXIEICEEL TS RTREENHY  REFRN DT XA SEERANDERKIZIEE
HOBELHY . EHERNELGLIBE TIEREIEL
O ETIILEE: ERATOLRGRR (O—HILEBORMEEI—7TIYNEEDIVTHFAMIEDIKER)
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Workshop: VLMs—4-All 2025
O Building geo-diverse model (Olga Russakovsky)
Q BE 72ty IB 5 ZEED RN
O  GeoDE: Geographically Diverse Evaluation Dataset (NeurlPS2023) (& M [E/{8)
O AppentiZEELTHRAFDODANLNSEEZSEE
0 6DMRELLHHIEASD61,940M D ER
Q 959FY— U0 B EBEFIRE. REHY DEERNRETEDS A UWVENEBRDISEITERK
O RERER
Q I959RY—RADEEITHEICE>TRAANELS (BEDER)
O 93IRV—XEBEWeb RILAIEV T EG TIEEHMRELNELD
QO GeoDEIXETILADF ¥y TERDITHIENTES, FEAILLIPIXTELUN DY, BYMDREIZE I TEIRTLA IS/ TOIS—% KT
O GeoDE TORL—=UJ1E/N\T+—I 2V R%EM L

Stove House
i e
b1, 7 _ N . - b T ,'
-8 ll“ a4 nﬁ
£ ~',\ iy et
£ = s
-
. e v

GeoYFCC distribution [9]

entage of Images from Reglon
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ExpertAF: Expert Actionable Feedback from Video

.

B=E: 7Y FaT7EE (P yh—7RGE) EENITRHET I R—X (BIE) T—ah o, BIEfESR. BIETDIER(TFRARN EELWEE (B TERK
FTRIRVERE, AXILEERD Ego-ExodDT—2ybho, UL Y U TIL(PIFATEE +R—X, TFR/N—FHE +R—X)EXRT
oL, LLMEFERLTEIEDAA TV REERK. TNICE - TEEFNICT 2V BE, DOTIWVEFET. FANADIVI—4—,
LLM R—ZXDE—3VHAF VAT L —%— Retrieval-Augmented Generator (RAG) R—ZADHR—X Tz L —F—EWSERIDE
Da— L TREEENDS,

TR ARVERET 2V,

SftE: R—XHE AR ELLAN, ERETHEMIZEKRDOBHE I — RN\ IFEHHTEEBIRTARIICIE., FEZLDEENH S,
A)YRET =AYb DOEAITHEDORMAH D, Ffz. KEDT—FEFEoF-FL—ZV I TIEHLRI(— RN\ IR BFLNENESIHEIRETT
BEEN DD TIV—TT7ITAETADTEVAMN —aVF BT HIEITEFICHLMEEDLH D,

Learner demonstration (input) Expert demonstration (output)
- S b 2
10 ] S AT ) Summarization and Temporal . i
7 = Dataset with expert commentary body part labeling “ alignment Final training data
V So he's taking a big step in to :The player is taking blg ) (v: T, ]7)
i get that right foot next to the ‘;steps to control the baII, .

ball, almost fully extending both

of his legs to get there... He's | | anjazl but lacks bOdy control, = dbE i s I
kind of really not controlling his — ) and needs to slow i " 1 -
body well, the faster he goes . . .
= and needs to then turn and go down to maintain
- a different direction. control. (Legs) L R —>

The player is taking big

|steps to control the ball,

but lacks body control,
and needs to slow

Here you can see he's running . i & 1= -t
with the ball in this picture. The player is 1

What | like about it is the ~ LLAMASZ demonstrating good
distance the ball is in front of

k ° : g ball control and natural down to maintain
is body is good. It's almost like & S X i trol
a natural, you can tell that he's motion while drlbblmg control.
Expert commentary (output) almost in a natural motion with at a slow speed. (Legs)

both of his legs running.

The player is taking big steps to control the ball, but lacks body
control, and needs to slow down to maintain a better control.
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FICTION: 4D Future Interaction Prediction from Video

O BE: SEHAYEA TP IMEIEZE when, where, whichD i s TADHETE DA EZFIRE, FICTION TlX 2 D0 VAE #:&%FHL T, @
EDBAT—3FIEHRALENLHMBEELRBETINTNHTE BERSHE),

O FRYE: MWECORAECTIIEBENSHE L —V T I7FHTETIHAENRHASINTELN., KAETIEZDIRI%E ADHEFEIZE TR,

O KfiE: SELIDEFHEAEHE-MELEM, Kristen Grauman GroupD X Tld. AR VR TEEE T, BiThMYOTULVAEAHA
WohBIENZL, FDEIBEEX. TTHOMOTNWTFITO—F TR—RSAVEHEILTAIERL DB, Tf-. LT IIL—Thtn 4D &
AR IZRYBATNS=H. BIEOADRENS, ENE + 3D (DFY 4D) RIAEBITLOD2H S,

Visual Mapper Interaction Location Prediction

fvm
O O o O resnape'\’: BT ! 1\
O 3 | de )
o O i r ; =0 S ey Y
S 7
O fua . o
R Location Mapper Location Decoder
— 7T[“ flTI‘LC) ccccc
/. - -' —-:J
\L/'/ d ' /A o O Interaction Pose Prediction ‘
g O O T flm.o
Pose Mapper Yt 1o
fim \ . s/ O O
O ‘L;’,‘/‘\“ L‘/ O
5 O o O
O O Query Location

Observation time 7, Prediction time  7T¢
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Video—3D LLM: Learning Position—Aware Video Representation for 3D Scene Understanding

O BE: AHETILEEID LLMEIRE, 3
LTRSS, COETILIX, EHHD 3D

REMNTFRELFHLLOMLLM (RIILFE—FIILKIRESEBETIL) DFETH 5, BEREEZ 3D RIFL
E.uaﬁk/\/?v—af‘ﬁ“t\**r#’&‘imu:o

O &M THEHFLEE. HIEZ IDERELTHRVLERHEL. MLLMAZO 7 I7O0—F4FEHALTIDZEMBTEELSITH-T-24&,
O K% BEOATIDEZHNETEAIEFTERICERAN, EBOT7IVy— a0 TlE DATLNEENSD 3D 2E2HTcEnIE, BHTRMA 3D

AAFBTLEBETIFGN, BIEDAT 3D ZRHMTEALIITLREDT, COHEJKIFTEMNMFELNOTL, ]

£
r
Pretr:

rretramn Z
-
12
Point cloud/Toxel-level 15
. 2 1 =
Representation v

Finetune

%
WTT dE

(a) Previous Work

Video

=

=)

(1]

=}

.

s =

Zz

IR ERRBRRERERNRERNRNERREORDN Lol
I —
i=
Position-Aware Video 18
7 UK

Representation M=

I_LIIIIIIIIIIIIIIIIII

! f <
-

=

IIIIIIIIIIIIIIIIIIII 5 '\/$
s / R ~ Finetune = é

Goynz) @aynz) (.yuz) (2.52.72)
(2, y3,23) (X Yazi)  (X3,¥3,23) (4. Vs 74)

Global Coordinates

(b) Our Method

Transformation

VG: “<ground>"

- s QA: “left side”
Video Frames Caption: “a white table”
IIlllllllllllllllllllllll
i "B i
B @y |
(<
' ’f g 2 —
L G S
=9
lllllllllllllllIlllllllll 8
Global Coordinates :
Z w &
_ S
g_ r?‘ (e;(vord,

Coordinate S
" VG: “Identify the object according to the following description.
A beige wooden working table. placed on the side of the room.™
QA: *On what side of the bed is the guitar located?”

Caption: “Given an object located at <coord>(0.8, -3.2, 0.4),
describe the object in detail.”

.

51

R - -

(a) Model Architecture

Pos

BRALOTLY,

ecoord <
— 2
t t t z
ition-Aware Video ~ Word ID.PE
Represeatations  Embedding )
t
0.8, -32,04)

“Given an object located at <coord>, descnibe
the object in detail "

(b) Task Example: 3D Dense Captioning

mEe
P Lg%
. ) e;"“"“
e Box Center _
Lo

Video-3D — 0,-M0; - M0,-HO,-HO,-H

<ground>

(¢) Task Example: 3D Visual Grounding

L /M/ 7' LAB 103
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METASCENES: Towards Automated Replica Creation for Real-world 3D Scans

O M=E: FiHT—2tvb METASCENES &Scan2SimEMEMRINDBEBER—RDFEFIRE, METASCENES [ ScanNet #R—X[ZHEES
. NZ&kd7/7—a> T, ScanNet 7t vh%x CAD ETILIZESHZ 5L TYEMARZELIZL>TiEIE, METASCENES M4 E
DEEICESHTHDI LXK, EERICKH->TEIL,

O FHHAM: AARTEH. EEORFT YT —2EEEICOI2L—2a T —RIEBRTINATIAONBEASN TS, ERIEED 3D 7—4
tyhEE KT HIRNKIBIZHIB SN S,

O SffE: BERAD3DIIaL—2arT—3ZBHNICERTAMDAEZEDLEZEZRDDITEEKEND, TFRAM—IXDERFEDHHEL

TWEEILHHLHE

chng Multiview Images

Shape: St rip

- | Rigid body
GPT Mass: 5.0 kg

|

Text-to-3D retrieval Text/Image-to-3D generation

nnoR AATEE

optimizatio

Annotation

Annotation Interface
oo

Optimization

Physical optimization

Outside  Floating Collision

SSG & MCMC Optimization

A photo of a
wooden stool.

|

TextEncoder N P
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ARKit LabelMaker: A New Scale for Indoor 3D Scene Understanding

O #EE: ARKit LabelMakerZigE. 3DERIZHITAHTRNILFENRIELTERED T2t VbD 3EEBADIKRBEIDEITAvIET AT—
VTR EREE, ST EROEMEEET )L ( OVSeg. Grounded-SAM, Internlmage. Mask3D) Z;EFL T. ARKit LabelMaker %
BT H=-0DBEI/NA1TS5141E A, ARKit LabelMakerTERIICL—= 5 EN-FElFX. BEOT—4tybThL—= 9 ENTF- A%
FYUHENS,

O PR T 9ERDESSHEZRT—) VT EAREICTEEE/NAT AL, T2V MRELEELR D799 —THHEFEEL,

O &KffE: CO770—FTEEELEIDT—FE—RICRT—I T TENIE, INTH—T D RIFSHICAR LT BAEEENH S,

M / LabelMaker
3D Scene anug auto-labels OpenScene [23]
Annotations
(Ours)

Dat iz :
| ScanNet++ [43] atasets Size train
(100 classes) val

mm test
| S3DIS [2]
(13 classes)

Tﬁu@' i
1 T \4 moé ﬂg“' J., BJ

'@n

|| ScanNet/ScanNet200 [9, 30]
| (207200 classes)

ARKit LabelMaker
- | (186 classes)

num scenes
0 1000 2000 3000 40000 5000 6000
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MARVEL -40M+: Multi—Level Visual Elaboration for High—Fidelity Text—to—3D Content

Creation Creation

BE: K3
WIZFIRE

.

o NILFE—

HX TIEMARVEL-40M+, TX% AL EIDETILD KFRIEL:
— S JLLLMZFERALTRIDETILDARY L5575

L3, E5I22 AT—UDFEFRE, AT—U1 text-to-image. A 7—2:image-to-3D,
HEBRERMN, CO7TO0—FEI5IZERFIF TS,

T SE3DT /T—avE3DET IV EBDBEAEETTEEIE, At
& fFE: 3D prompts (/NI TAVTRYIR, BT AT—ay

TERR) &3D

oxygen (red) atom. It has a flat, twisted
shape and includes a hydroxyl group.

The 3D model is a Japanese house with a
rectangular shape [..] pitched roof. The
walls are dark brown wood, and the roof
is bright red. The house has a small porch
with steps, [..] Bamboo trees surround
the house, and the ground has sandy...
areas with green mossy rocks and grass.

\

hammer and sickle, "CCCP,” number
"5," golden color [...]

a4k a®

A medieval fantasy tavern with a
wooden building, purple roof, black
chimney, and wooden fence. Features
include a pine tree, barrels, and a well.
Decorated with red [...] banners [...] Set
on an octagonal platform, surrounded
by blue ground and green plants.

whip-like tail, and bony spines.

Stitches is a cute, plush-like bear with a
large head and small body. He has [..]
black X-shaped eyes. His fur is yellow
with purple patches and blue ear tips.
He wears a white shirt with colorful stars.
Stitches stand [.] circular base with a
brown surface and a green pattern.

J

and twigs create an enchanting,
ancient, and rustic atmosphere.

A red panda in a bamboo forest,
showing its round, soft face framed
by white markings around its eyes
and snout. The reddish-brown fur on
its back is dense, with a bushy tail
ringed in alternating shades of red
and brown. Its small, dark eyes [...]

£ R |
kMARVEL40M+ Annotatlons)

~
The 3D model shows the cholesterol 1988 Soviet Union coin, 5 kopeck, 25 Tyranid Genestealer, a predatory An old, moss-covered wishing well.  Detailed, samurai armor, steel,
molecule with four fused rings, carbon ~ mm diameter, cupro-nickel, circular, creature with an elongated skull, jointed Rough stones, aged wood, rusty engraved patterns, leather straps,
(grey), hydrogen (white), and a single reeded edge, star, wheat stalks, amms, a muscular body, strong legs, a chains, mushrooms, fallen leaves, aged look.

An island with vibrant, multicolored

trees, featuring pink, orange, and blue
foliage. Waterfalls [..] weathered
stone and moss, and hanging vines for
detail. Glowing crystals in shades of
teal and purple with colorful flowers
[.] fantasy RPG setting.

\. MARVEL-FX3D Results

Human Metadata

Dense Description

T —3tvk(4,0005DTHFATUR)EBI0H DIDRHZ
REAEER T SABEMT AV ER/NATSAUNE

EASNT

nnu\nﬁk’é%ﬂﬁ‘“bﬁT—@Zb;ﬁ\flgujk:ﬁ'-

2 3 3 MARVEL-FX30

R
Hame: Sauron L] Lordof he Rings.

* Sauron's body. armer. mace, cape L]

. s.wrscnul xm;hwut 1

+ Meadfe

Hame
Tagz: o
Lempoiy]

Sauron
u sauron,

+ Ramer covers s torso, shoulders, ams,

logs. and feet [

+ Themace inhis sght hand hos ufiple.

spites (] flowing cape ()

+ L1jagsed rocks [ around the perimter
L wiba ccularrus design ] coree | |

((Savvon From “Tha Lord of tha Rings” L) [ Swerom a 1ok,

with & s

Anintriare Fabergé eg
covered in gold filigree with
enameled flomers in e green.

humaseid Tigure with
ond 2 menacig presence ] dealed)
homad  helmat, shurp-edged sime

conering the torso, shoslders. L durk and blue.
fowing cape. The right hanet () mace
with mufiple spibes, suggestiog o
rocis L1 with
e The bace L) pagged bl Suta Oittusea | [ 1o,
(Fine-Tuned)

ab fgue wih a homed
mor, and a spiked|

He wears a owrng binck
th|

4 gt

+ famacL]maneSrich.
+ The mace backs roaged. ] stone o ron

1. The cape [ i fabiicflow L]

+ L) shades o gray aod black L]
- Slight hghlighes

ngeld L]

castusl Ervsecnrmars:
. mwsunm-my_ sodky

et of Movder

o 3 hamanod figare wath 3)
Ml od . el

Pewtrnad)

‘@

Stable Fast 30 I

and macs Mnr'nmmudrn The|
color palette 15 pomarly gray and|

J

bleck, with ol accersts on the base

L-—Mdti-VIm Images ‘

1

—(3% awen2 )

Multi-Level Visual
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IDEA-BENCH: HOW FAR ARE GENERATIVE MODELS FROM PROFESSIONAL

DESIGNING?
O #MIE: IDEA-BENCHEREINBAFLWLWARUFI—IFRE, T BEDERET N OO TH AT — IR E TR XX EDRRERS

[CEITTEIDZRARD=ODLD, CORVFI—VI2E TR GER ., BENSER, EHE~ND L, BREEDE T IF (=%
100DRARIDNEEN LODDERLGETILOFHEICEASNTz, CORETIE., BT LOBEERRTLEIITKOLNIIRIZ. Chod

ETILDNRT RAZFHMICTITL TS,

O FHRE: IDEA-BENCHIX., EEDFHFT AR VEEBDOEIZ/R>TEFfi I 5, DALL-E 3%0InstructPix2PixM &3 WG AT LTH, SO
FI—YUTIE100 8P H20Em LM EBONT . BRLRICIEXELIN TWVEN AR TE AA AL IZHEHTIND,

O ®fEFE: ETILLAABOEMMBICENEZITELNERET HFFEIRIN—MRIZEYDDOH S, T2 YA EXRLGRMEEEEICHL A
[CTEBOTHNIE, BELT 2N A XTHR ERETILOONIMEHAER X —LERFKITHEE. EELGHE,

age ( ) to Images (18 tasks) Text to Images (21 tasks) /@ By
Collect Professional Tasks

ccccccccccccccccccc

' 7\ I
Categorize & Filter ompt:
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Joint Vision—Language Social Bias Removal for CLIP

O BE: CLIP EBHIAHDSHER, ANE, FEDNATRAEMYRKAEZZEA, BHAA ISR F-BHEZRYBRRERXRD T IO—F T
(. FRDARGINTA—IVADMETTH5EDFLH S, BIENSHZBEL T, CLIPOEBEBRISVFETXEFRANISUFOMAT/INAT
AZEMYRRE. TROFRIDFEEZKIBICHIFLELSE ALGNATRAEZERBT HFEERET

O FHRE: CLIPONATRABREIX. ZOEEZEHRICEMIDDLT | FEEEN+T 2 ITREASNTUOEN, KEX T, BEDO A EFRERN
[2HREt. TDRAZZRL . AFHEEFRINTH—IVADINTG U REELSTTO—FHFIRELTILNS,

O RfE: KEBEG(RILF)E—FILEEBETINIIEFEINATADRETELZDRETHY . COEMICKYI—T YN ERKT=/\(T
ABREEEOHMLIEAEEHDOmMAZFERYIZLI,

[=)]
D

Original CLIP oI R A T .
9 Biased Triplets Bias Alignment .
(Age) e

>

o Original CLIP Original CLIP A '

© 63 - ' ) —» <4 '

5 (Gender) (Race) & 1 !

9 i :

< R - mf R

% 929 o \n it — T — () — '

g . Biased-prompts ) ' 1 ' Sy oes !
Q Biased-prompts Age) ' : v (v) s = San
- Race : ' : y '
261 iased-prompts { ) ® 'y | 9() ! W Qu i
E| g = o0 7
° o | | | | 1t\ ) :
] = ‘.
E 60 CLIP-clip ‘ ¢ * oo/, -
% CLIP-clip (Race) . L0140 | |96 |¥() =

g 591 (Gender) CLIP-clip > MV Avermating S el

(Age)

[©O00O - O] (COOO O] Counterfactual [OOOO-O) [OOOO - 0O)
Debiasing

w
2]

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Level of Bias (MaxSkew)
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HD—-EPIC: A Highly—Detailed Egocentric Video Dataset

O BE: AMETIEK.LVERTYT IV I70230  REMZETCHE D) AN, 7T OzIREBMSRNIL, BEEER. BLUTLIZH
BEINF3IDTOZIWIA T —E3NEELRESOHMINGTENE T —3 v THAHHD-EPICHIR RSN T=, 58 I1EGemini ProET LTI A,
FHEDARFI—ITIEI7T.6%DRELNMNERLTELT . T—2 VD LIFZFE=/RFYIZL TS,

QO HRME: HD-EPICIX., EOMMNLEENEEREARIGEIDVA U EHA SO EHETEREN) Y —RENRL., AR S ERELAKRIFAI
MEDF=ODH—INTI=TAMYLEEET S5, 2 RTFEE 3 RIEMORBLEEIL, EELGEHTHS,

O K[fE: COFRE. BEDVILFE—FILEEETILAVELICEHEALHEIEBELEZIZIEIA T+ THAZEZBHALMNIZLTLNS, 357
3D PIAANREINT=IRNILDIERIZIXZ KIEFABRIINEIN, FERELTEHEONST—2 YL, BIE., ORT4I X, BLUVIREH
ROHEB/BEWNST-IBIEWLNZRIIZTHERARIRELIREEI A S,

Digital twin

7 Cacio e Pepe (modified)
/ Recipe

And nutrition e [ngredients:
4 2009 gy
/ 3 Puise all the dressing ingredients in a food processor —— ] 400g of pasta of your choice
( I Moy | (we recommend bucatini)
2 tablespoon of black peppercorn
/" Wash and peel the sweet potatoes and chop into bite-sized pieces. Audio ) 2049 igjano
4 A / 200g of freshly grated pecorino cheese

+25q of dlightly salted butter

Steps:
1. Toast the peppe! until fragras a dry frying p. ver medium
heat, about 2 minutes. Keep them moving to pre: them from burr

—D sfep Z

& - 2. Cook choice a large pot of gen salted bailing
R or until al dente, _. kfep [
3. While the pasta cooks, add fr nlyﬁer ese and crushed blac!
on very low
3 oa:ag servi 9n |Go IIy dd a cup of the boiling
& cooking water constal lly mixing to obtain a silky, smooth sauce —
% that's able to c mrl oat the pasta. — Sfep =

JWH l | ﬂ’l*l

Spoon Mmﬂ ng
/" objects

S LIMIT.LAB .
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HarmonySet: A Comprehensive Dataset for Understanding Video—Music Semantic

Alignment and Temporal Synchronization

QO M2 : HarmonySetld. BE LB DO HRIEMRICEHTHITILFE—FILEEETILOIN —=
5F—RtyhELTEBASNT, COT—2t k&, YUX LR, BIEOTRE,
FERIZEEFEOMLLMZF AL TEBNICEREINST-O . [LEFIZH/\—H]FE,

M MLLMO B EMERBEREMNERBOMAEZHTMICHRELIARFI—VILIEFEAERL,
L. ERDA—TAFEDTIL-TIA A MEBZ DLV EhE IR,
AfFE: BEOTHAULGE, TEMGHIEA T MEHE#ICTHH LD EFD
DAERNDE—HTHD,

.

.

Audio-Visual MLLMs

F—2 Y OIEEEBET HEAN B S,

DL D I=ODA AN I Fa—=
T—YN—EM. XILHEEEDOFTEIEREINE, TATDH

HarmonySetld Z DXy T % g H

HarmonySet(%. %

HarmonySet - semantic and Temporal Video-Music Understanding

LaMA2 Video-SALMONN

&

Rhythmic Synchronization

a0

O ® Thematic Coherence

There's a distinct shift in the music at the 17-
second mark, coinciding with a transition in the
video from close-up shots of individuals to a shot
of a large crowd and stage with pyrotechnics. This
synchronization accentuates the shift in energy.
The rapid transitions and dynamic visuals aligns
well with the music's driving rhythm.

The music is upbeat and
catchy, with a strong rhythm
that matches the lively
movements. The emotion
conveyed is one of joy and
freedom.

00:17 Time
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=  Emotional Alignment

The content of the video is a celebration
similar to a music festival. The explosive
nature of the music and contemporary
instruments used like electronic guitar
indicate a modern celebration theme,
suggesting an ongoing carnival that
matches the main visual content.

Cultural Relevance

Does the background music fit this video?

Evaluate the video-music relevance across rhythm, theme, emotion, and culture. The fast-paced music conveys exciting and joyful

emotion similar to the visuals, enhancing the
atmosphere of the celebration and exhilaration.
In the latter part of the video, the music and
visuals together reach the climax of emotion.

The video is primarily related to party
culture. While the music does not contain
specific cultural elements, it suggests
the excitement of the party atmosphere.
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ComfyBench: Benchmarking L LM—-based Agents in ComfyUI for Autonomously Designing

Collaborative Al Systems

.

BEE : ComfyBench&EMEFREINEHR FT—0& ComfyAgentE W\ T—RIZHMET 2FENEBEASIN,. ERDIARINEZoNDE BERY—
W RTYTNARTYTI—970—, SLUHRETOV TN BEMIZER SIS, RSN TJO0—IEHREL LT LI F A TRERS
fu. ComfyAgent [£ O1-Preview Y AT LIZEEHT D8 EIZET S,
TR ECa7ATRIIIVTDOTAT7EHLNY— LI AT LIRS 54D, AT FOREBIFIEZHTZA.  O1-Preview 0D/
TH—R R HEITEBICET 5.
[fFE: FRIERFADY—ILEYLE LLMTEREIN-TAVTMElABRDOETCI—V VN BET LI LF. EELGN—FFTTHY . B
KOEDaT7INTATIIVTINGF A L,

(a) ComfyBench ™ Node Document > Task Instruction

Benchmark Input Generation Evaluation P KSampler P Vanilla

P Task Instruction ¥ CLIPTextEncode P Generate a 2-second video of a train

You are given an image of a @ Agents Encode textual input using a CLIP model, running on a track through a
scribble flower. Repaint the om— transforming text into a conditioning format. countryside Ia.ndscape. The result
scribble into a realistic red ¥ Input should be a high-quality video.
{ >
sz:’;; thfr:s:;l‘;i’f;zljéf Lo 4 i =T : T x = \/ P text: The text processed by the CLIP model.
g : J | | g - i clip: The CLIP model used for text encoding » Complex
™ Node Document ¥ Curriculum Workflow : L | ¥ Output: ‘ P Given an image of a &
f J | conditioning: Encoded conditioning from text dish table. First remove LTS g
" KSampler B Text to Image | S : @ GPT-40 Pz the fork on the table. P SN
* VAEDecode B Image to Video : ; Then convert the g b
: CLIPTextEncode & Image Inpainting y 5 W Output € Curriculum Workflow in?;age intoa ._{)Hlﬁliﬂg ek 5
e : - ‘ e x \/ with watercolor style. =/
Fail Resolve
P> Text to Image >
¥ Image Upscaling P Creative
(b) ComfyAgent e '
Function: Upscale the input image by 2x. » Given a photo of a
Code Principle: This workflow first loads the “4x- young man. Generate
wiodel, £lip;: vaeis UltraSharp.pth" upscale model, which upscales the another photo to show
Generate hec ““drean Code to WorkFlow Build iOmragc py 4; rThcn it‘rcdu[ccts the image scale by an (—:Itf‘(?rly‘vgrsl(r)r{ of ‘
MultiAgent 1 . .5x using bilinear interpolation. him, with wrinkles, gray
u gent o= e e L - - Workflow: <JSON object> hair, and other signs of
Learn WorkFlow to Code [ Abstract .(..11 s class type": UpﬁcaluhoddLoadc o aging, but his identity
e . ol inputs": {"model_name":...}...} should be preserved.
> WorkFlow Collaborative Al Syste >.. >
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MicroVQA: A Multimodal Reasoning Benchmark for Microscopy—Based Scientific Research

a

ME: XRXTE, BHEBEA—XOREAERISE

IWEBETIHLEMEINTEY., KIRBLGETIILBETETLHIEINFRATHS,

PR MicroVQAIL, BMZHGHRAT YT 2T —2BEITHEAAT LT, BLRAEMERIZDATIZIEESLLY,

RMEDHICERAT HENTINTEY . BHMBEEGRDFRRAMEAELTRML RV I THDHZEN LMD

SAfFE: TAl for Science I — X FIENER IZHY MicroVQAZE DR TO R AR E RRLI=T

ILTIE A VB R DOER (BEMEE. VE— 2078 OFERIFL—=U T DMRAREL TR TR THAZENREEINTIND,

@ Expert Visual Understanding ] @ Hypothesis generation ]

What is unusual about the result?

Perception
s the Seipin  Faa®
7e hinthe s
endoplasmic & ¢

reticulum (ER)?"

th BafA1 (left)

p26
control (r|ght)

Why does this happen in my experiment?

Assessment

Which m M
night ~YL lain \ ASl_V
particles show S|gns of
merging in a CryoEM
image?"

"Which glial cell is
likely responsible for
this abnormal reticular
fioer pattern?"

Action

"What experiment could
you perform to test if
CCNBH1 protein levels

relate to cell cycle stages
in human A-431 cells?"

"What experimental
change can increase
the likelihood of
achieving a high-
resolution structure?"

Table 1. MicroVQA benchmark attributes.

FT—R3t Y THMicroVQAEFBN T B, HEFEDVQAT—/SREIZELY MicroVQAILER S, {REi A Ak
ERIREIEVS=RIFET 070 —2AKEZFILICEBBEINTEY. EFf0EMFEE (L >THFAL—2a0EIN TS ARUFI—ITIIEHDTILFE—S

DR, FEAEDIS—(EiR-T-

—’;‘l-l:"JHi’-F#I HEAHD, EDHER. BEDET

3 Experimental proposal

How do | test my hypothesis?

Dataset feature Value
Total questions 1,042
Multi-image questions 423
Avg. MCQ question length 66
Avg. MCQ answer length 15
Avg. raw question length 158
Avg. raw answer length 52
Unique image sets 255

Image Modalities
Image Scales

Light, Fluoro, Electron
Tissue, Cell, Subcell, Atomic

Organisms 31
Research areas 33
Expert question creators 12
Time to create 1 question 30-40 mins
Time to quality check 1 MCQ 5 mins
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Automated Generation of Challenging Multiple—Choice Questions for Vision Language Model

Evaluation

O MW= KBXTEH.BREOA—T VIR VQAT 32ty b B H#ERE X ICBEMNICERT S MLLMAR—XMD A% AutoConverter 12X

.

.

ant=7
Z1275%,

3 - AutoConverter® X4 E#kIE. BEHERXD VQAT 422 ZEIRKXDOFFMICEERLI-CEIZH 5. S

BREFETHD,

SftE: RALEZAZHE VQAIZHIGHTES, BEEVLEIEOT—4 Y IE
TWb, EWETENIE. BoOHEBO X v IZEEL. BE

(FEEAH D,

Challenge

We revisit open-ended question evaluation,

finding critical limitations of existing methods.

What trick is he doing?

E o

EM: 0.0
Answer: flip Rule-based BLEU: 0.0
Prediction: kickflip Eval ROUGE: 0.0

Can you give a short
introduction to this person?

Answer: Confucius GPT-40-
(Kong Fuzi).. Model-based 0806:0.8
Prediction: This is Eval GPT-40-
Confucius.. 0513:0.5

Method

Benchmark

We propose AutoConverter, an agentic pipelineto  We create VMCBench, a unified multi-choice VQA

convert open-ended Qs to multi-choice format.

AutoConverter | Multiple-choice
Question

Open-ended
Question

Ensure Correctness Increase Difficulty

T
s o — ‘E Reviewer
, i
Evaluator Refiner @ :ﬂe & ¥ 0
Proposer

Iterative correctness
evaluation & distractor
refinement

Iterative distractor proposals
& reviewer feedback

Results:
AutoConverter generates challenging multi-
choice Qs like humans or even super-humans!

benchmark converted from 20 existing datasets.

What trick is he doing?
A. Flip B. Jump
C. Spin D. Slide

Can you give a short
introduction to this person?

A. A celebrated English playwright...

B. An influential English naturalist...

C. Confucius (Kong Fuzi, 551-479 BCE) was a
Chinese philosopher...

D. Sir Isaac Newton FRS (25 December 1642 —
20 March 1726/27)...

BT,
F—5%IEL. BRNICEEERT LN TES Al VRATLEBRRT L

| ﬁ: Bias

"—AIZKY KYKRBELZSEEIRRD VQARDFI—IFERTEDLSIZHY T ILFE— a)b;‘i%-r»@jtiﬁffﬁ?amﬁb\”é

(IR Z HTZAY,

3 RATBHDBFEHNEAFI—IIEREIZFR L

Increase Difficulty

Proposer
in Creating {Type} Error

@ vison @y
Reason ()
¥ oee @
‘Qa Concept [T
@

(!?&f‘;:

Reviewer

Ensure Correctness

)
—»3 Selector @]

|

|:> Evaluator %:|
HﬁTﬂﬂl Refiner 'E]

|

@

Choices

(a) AutoConverter framework.
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Unbiased General Annotated Dataset Generation

O BE: BERETETILO—RIEZRETSH-OHIC.UBGenEMEIENET—2E R A ENEASINT-, COF7TO—FTIXCLIP
DEIVTAVIERTARIZAE>TEEBEZAERL, RE—T XA IA A MEREFRAVWTEERREZHREORMAZTHERT 5.
UBGEN THisEEN =T —3ATrL—=U T ENTI=ET L TIE. BHEOR O FI—0T =3 YNNI z>TERE/NTA—T AN
ZL<MLT S,

O $HE: UBGenlX. h73VE&FETE#FERALTEEEDE WL ——2 J EBEFERTESO .. KEBLFEFHIRECRHBE
ERRBFERELGD,

O REFE: 2LDGEE MLLMEZRALTILBETIILORBHAZEHLIMUBA N BNEIEL TS LS TUBGen I ZDF =%+
LURIZOEGEEL TS,

ate >
ThE N @
vvvvvvvv Aircratt ) CLIP —a! —] > Len
= o ’ Text Encoder Discriminator =
—

& e Text Features
SUN397 Cas296  SUN397 Cars196 ”" ‘ afe
5,78 ‘ FFe
= > > > CLIP A .
N o2, S S " NG Classnames Image Encoder Lin
565 oL e :
$ v

Image Feature
. 517, P 1 2\
s »
NA tiger
Food101 R ho \ 6375 oo Food101 ey 635 4 A €325 8B5S €935 o0
9.0 9375 290 » / 83,95
04.0 o0
Pets EuroSAT Pets EuroSAT

GGGGGGGGG

TR
. “photo CLIP AN
of tiger” Text Encoder

Text Feature

Text Prompts

o~ 4(’ Frozen Modules
TE Lg

Quality-Assurance __ \"{?7 Trainable Modules
“How would you rate the quality of Model '

this image?”

Flowers Flowers

Random Selection
Quality Assurance
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FaceBench: A Multi—View Multi—Level Facial Attribute VQA Dataset for Benchmarking

Face Perception MLLMs

.

BCTHMLET 2V HFRE

{TEEERE ML, 70,000 B A SBEREMMENS
PGeminilZEE T DR EETZERT D,
$THME: FaceBenchlL, LIETDUY—R KYLEEREHE D EE A KIEITHMAL<GEY., kY
K[fTE: FaceBenchliﬁ%JbLf:Eﬁ@{%’éQ—

B FaceBench&WVSERINDT—2t Vb, RILFEA—TCEOMMLERBO-OIZEEAINT-

o COT—HIZIF. 210 FHDER

FNTULVS, FaceBenchTHRIFL—=U T ENF=ETILIE. RUOFIT—HITGPT-40

FyMZL TS, bt i

HMERHEE N T AE A
Y DO DFMTEMLGEEI—/ AL ERR, Z<D57

E[ZhioT=,

SFE-oTULVSAHY, FaceBenchThL—=2F SN =ETILHARIZGPT-40F B A TLVELY,

# Hair (yes)

ight eye (partially visible)
velid

type (double eyelid)
eyelash
~-length (long)
pupil

color (amber)
bags under eyes

type (puffiness)
shape (almond)
gaze direction (front)

distance (medi

Glasses (yes)

-rim

type (Fall-rimmed)
frame

Lighting
type (natural lighting )
direction (front lighting)

on (surpr
action units (inner brow ralser

bangs (yes)
type (blunt bangs)
length (short)
density (wispy bangs}
airline
ght (low hairline)
-type (straight hairline)

~-loss (no)

curl (wavy hair)

color (brown)

tength (shoulder length)
quality (dry)

halrstyle (down)

» Hat (yes)
---brim

type (front brim hat)

hat crown

~—-type (flat hat top)
type (sports hat)

size (medium)

type (sports hat)

color (white)

# Blurriness
(medium blurriness)

Appearance

» Skin (yes)

mouth
bunny lines; tear throughs
|--blemish (no)
color (white skin)
shape (square face)
obesity level (medium)
firmness (firm)
texture (sensitive skin)

Accessorie

> Necklace (yes)
|- pendant (yes)
color (white)
|---number (one)
|- color (golden)
|-size (medium)
|---material (gold)

Surrounding
# Occlusion (yes)
|---acclusion object (branch)

p corner puller: cheek raiser)

multi-views

What is the shape of the
person's face In the Image?

Heart-shaped face
Face-L1avA

What shape are the glasses
worn by the person in the image?

; =
Square glasses )

Face LLaVA.

s the perso e inmage
wearing a hat?

No Q
Face LLaVA.
‘What type of hairline does
the person In the image have?
;=
Stralght halrline gy
Face.LLaVA
What type of lighting is

present in the image?

Natural lighting .-.?

Faco-1 1aVA

TFQ: Is the person in the image wearing a hat?

Cyes [ no

SCQ: What is the shape of the person‘s face in
,m image?
[0 oval face [J round face _] square face
: oblong face [J heart-shaped face
] diamond-shaped shape

e shape of the pe

OEQ: What is the hair color of the person shown
in the image?

I

images
TEQ
SCQ ¢

-
iL i

Human Annotation
OEQ

Annotator 1: no
Annotator 3: no

Annotator 1: diamond
shaped face

Annotator 5: diamond-

shaped face

Annotator 1
downturned eyes

round eyes

eves

Annotator 5: alr

rotruding

i :'

H i Final

: i answer: no
H

H Final
P! answer:
i majority i giamond-

i Vvoting i shaped face

Final

answer

i Annotator 1: the hair is brown i

1
—
: summary ; Fin
i
i

mOllel : brown hair

ChatGPT

ib
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UnCommon Objects in 3D

O ME: uCO3D EWLVSAFTDKIBIEL 3 RTWAT —2 YDA EAINT=,1,000 Z#BZBATOzHMATIVICELDBEY
DTIVIZIE, BEMNS RI-IEELGEENATSR—X, RE.3 RtDGaussian SplattingBERMNEEN TS, EERICKD L.
UCO3DThL—=UF ENF=ETILIEX . MVImageNett®°Co3Dv2ThL—=2 5 L1 & YL, HTIRE 1 —E B SDBREEIZH
WTELLBN=N\TA—IVRERIET D,

O MY uCO3DIE, RT—ILET/T—av RBEDOAMATHREDT—2ybE LRY, URIOUY—RLYEEEED I AN
EATOTILDEHMEEETRLT-,

O REE: EHEMIKROTIRAFYETFRANCEBRTHIEIIMEKARELTHRE A, COLOIBREEDTNOA AN LR NGEE
HEEHAEHEDII LI EELGRODRTYTIZHELAHEELH D,
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HumanDreamer: Generating Controllable Human—Motion Videos via Decoupled Generation

.

.

BE: KB TIE. THFRNA AL OHR—XER T IHBIDOTAZE 2BRBEDTOCRTERT DILHMN—ADHEER A EZZIRET S, &)
[T FRDR—XFERML. RICFRSINFAR—HOBIBIERT D, TFRAMBIR—XETORMBEEZAEEIZT 5012, F B THEHES
NIRRT —FEIERBNT D, 512, FAIShEZR—XER—XDEFHELYIEHIZ—HSES=6I1Z, text-to-pose ETILEHDFHL
LMELRI% LAMA loss AMREESNTLVS,

FHRM: TLERE. TFRAMOR—XETOKRBELT -2V rOBETOLREAH. BEUTFRM LD R—XFAIZAEHET
LAMA lossDEATH S,

fftE: TXRIDOR—ZA~DEFKIE MBEVARAH D, CORVEA T BEOETILORBEEZETIL (LLM) ZFERLTT—4%tY
MEEFXHELTAERNEE-TLD,

==y HumanDreamer —‘

v MotionDiT X

____________________________________________________

I X 2 §
Cross Attention W Temporal Attention Local Feature Aggregation Global altention block

- - = = = = = = = = e e e e e e e e e e e e e e e e

.
<

-

amieag

wonaaford

§—

I
I
I
I
I
I
I
I
I
lSeI
I
|
|
1
1
|
|
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Apollo: An Exploration of Video Understanding in Large Multi—-Modal Models

O #ME: CONHARTIEL, Video LLMDEREHERIZE T 5 BIBEMGEERMA R ELLEZITL., &EMIApolloETIL-2)—X
DEAIZESTz,Apollo [F, FFEIARMBFELANILDETILLIYEELVEEZERL TS,

O R TERERRICE. ATV TO—EHOBRENEEND, LB KRB LT -2y TRONE NN TA—TVAD
ERIE. SSICKELT Y THEIEHREMHIFING, SOHITFPS R—ADIL—LYUT) T (FH—H0T) 05 &kYUd
BNATEY., IL—LEIZLBIL T/INTA—I U ANE LT EHENTREINED, CNIFHE—H 2T TIZIF Y TIEESEN, H
IR BF s Tl InternVideo2 + SigLip SO400M #REEFERALI-ETIIL A BEDFEREZER,

QO SFE: COMRIILEHICHI-EERETEH. BERBETIILOXETICETLIEELRREZRET S,

Large Language Model

How to resample the video tokens?

Do we need video-based encoder?

Connector

Encoder

OOO00000000f0 EEEEEENm

What is the object the dog
playing with?

"E R

How should videos be sampled?

=+EJHE

What's the optimal mixture

of text, image, and video
data for training?

Training Schedule

Evaluation Protocol

ol

How to perform
cost-effective and
comprehensive evaluation?

40 4 =
OCR SPAT EGO PERC REAS Overall OCR SPAT EGO PERC REAS Overall
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ByTheWay: Boost Your Text—to—Video Generation Model to Higher Quality in a

Training—free Way

O BE: AMETE ILBER—ADHBEERICB ITA2ERD—EHEEFETDRESERNETA-ODN ——VIFTEDHEEZBNLTNS, &
EIIFMMEEDOPTZEEL T, BHEETYTHIDENWD RN —E IR ETHEERELED-, oIV TERELT—F
HEEHBHET, EARNLTERDOREENR LTS, 512, BHEMNT T IV IvTDIRILE—IEED Y —Fa1—RIZEETLH L
Nhh-oTEY . EFDBSZEIET HHEINHARIN TS, RESN-FEILX. AnimationDiff x> VideoCrafter2 74 &E DEEFEDETILDH
HEBEXKEICFRLESES,

O 5N COMETE. BRMEETYTOEREMEITHAIThN., ERESN-BBEO—EMELEBEDFI(FTIIVREEHDHDNL—=
TRBEDEHHEFENBNINTIND,

O RS BRESNFE=-AENMBOILBER—ADEEERET ILICEH—RIE TEIMNEINFRIITHEITEE,

(a) Temporal Self-Guidance (b) Fourier-based Motion Enhancement

Interpolation

v
i > X
i FFT
El Y
Diffusion ]
UNet _ \ -

& LUMIT.LAB .
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Holmes—VAU: Towards Long—term Video Anomaly Understanding at Any Granularity

O ME: SRORBBNEE 215 2B0HBEOREERH# T ALK N-KERLET—2yt, T—2 VNI BEFEDTILF
E—FILEBETIL (MLLM) ZEHLTHEBIFMIZEESIND, 52, temporal sampler MLLMR—XDETILEFEHAL T, SFE
FHBBRAT—ILTORERHEFERELTNS,

O FRM: TLERE. 2RITHOLLSETECRMENOPE OEERBORTEICHS, ChE BENGETERT—ILOEE S HTEIE
AT H LWERZRMHT D,

Q KFE: SFTFLCHRBBRETHEZAMTEHEVITAT7IE. BAREICEELSh TS, =L, BRMA—h)E—2a> DRV F
R—IDEIGEET =2 IMIT TITFET 570 FIREOEEIIREOSNTWSAREELAH S,

B0

Q:Describe this video = Q:Provide a caption .- @ .ee Q Q Q Anomaly-focused
A:The public gathers A:A group of guards Tempora] Sampler cli
together, creating a  stands in front of a A A A A S
scene of disorder damaged glass door
Clip Caption Clip Caption Clip Caption Clip Caption
5s 35s 79s 117s II ! !
Q:Summarize the anomaly-related event in the video ses  Q:Provide a summary of the video Prompt+Label LLM Pl }— LLM
A:Individuals on the street are marching and ﬁ:Th_e video besins dw:i%tlh a L Event, Summary L— Event Summary
vandalizing the surrounding buildings, while a urning car, smoke an ames V[ultl modal LLV[ | Bror i LBl
sries ¢ ] — LM
group of uniformed guards is maintaining order. -F1111r_|g the air, creating a LT - ]
chaotic atmosphere. Video S Y
@s

+ L ummar
= @ @ (A = g
Q:Summarize the anomaly events in the video m m A Clip Caption Event Summary Video Summary

1 | |
A:The anomaly events depict chaotic and violent scenes, including individuals holding firearms

Caption Judgement Judgement ( Manual Checking )
people throwing objects at a car, a person being restrained by police officers, a burning Description pescription l
j i i : < {Q:Prompt_C, {Q:Prompt_J, A:Judgement, {Q:Prompt_3J, A:Judgement,
object, a car engulfed in flames, and a person smashing a glass door. Analysis Analysis AiCaption] Q:PromptiD, AiDescription, QiProwpt D, AiDescription,
2 e : 7o Q:Prompt_A, A:Analysis} Q:Prompt_A, A:Analysis}
Temporal Anomaly Granularity: Clip-level Event-level B Vidco-level

ttps /Nimitlab.xyz/



https://openaccess.thecvf.com/content/CVPR2025/papers/Zhang_Holmes-VAU_Towards_Long-term_Video_Anomaly_Understanding_at_Any_Granularity_CVPR_2025_paper.pdf
https://limitlab.xyz/

CVPR 2025 MO &jj[A] - K {F= (120/181)

L ongVALE: Vision—Audio—Language—Event Benchmark Towards Time—Aware Omni—Modal

Perception of Long Videos

3

3

BIE: AAXTIX.RE. BF. EEB4 M8 T AT LSE—FILETINICBITAAEMNLTIERELZTMT 5-OICHKFSN-RUOFI—9THDNgValeZig
E,LongVale THRIZFN—=2 0 SN=ETILIE,. A LZE—FIIHREFHTHBIRIDE S TEN-/INTA—I AT HIELT-,
Ptk : LongValeld, A A=ZE—F VBB OARRZMEZ R EEICL ., SOHMHRIEBOIORE—F IVIEBRLE  BIEVHEREENIZHT=5
ERAR

Af1E: LongValelZ. BFEDETILEEFETORREZHAEHE THEEINT-, &E
BT AL BEDETIVIZESTRARELTRELEETH D,

DESIZEHNNDOLT | BRCBELZENDRET —F

Vision @

124}‘4]2()4(» @
12000 11110 @
Audio m @'@
10000 A - i Py - o - —,——— o .
00:09 >\ 00:15  00:35 \'()():3.‘: 00:42 \' 01:09 01:21 ‘.‘ 01:33 02:59 \' 03:29 Audio-Visual Correlations
8000 -

The camera focuses on an outdoor patio
area before setthng on a \xvely scene
a woman

The video transitions @

from a lively outdoor
café to a DJ playing
music for a dancing

..| crowd, then focuses on

A video titled
6557 *Dining on the 5"
opens with a bold,
6000 A white title card
against a black |,
background, while wh

A man, wearing

safety goggles, is

using a power tool ¥E 8 cifginhe

to sand a piece of chats with someone
the the vmoo cuts to th

The video transitions from a
1 p shot of a guitarist
nately ;_l ng to a lively

+ Complementary

n Th 2 P
o - + Synchronicity
2 <] + Enhancement

with curly

with a drunmer and
hen to a man in a
"

3542 a b-_ikery. hght blue shirt being inter two women DJing and
4000 - S22 a rhythm and blues o et ity street as upbeat rhythm enjoying themselves. * Scenc-aware
ays, com 2 imp sic continues playing in + Temporal association
eukEing a S(yhs,, snall changes, her voice clear over " I
2000 - 1198 and upbeat to the ambient sounds of the bakery + Causality
a © 928 + Corrective
173 5
9 l/rm— -e——e— Omni-Modal Event Boundaries (] Omni-Modal Event Captions
3 & &L Y
$ S L. FTS DN s T— : T z I
&,‘b QC’ ’&Q & & é}\ \’QQ & 'QQ Omni-Modal Temporal Video Grounding Omni-Modal Dense Video Captioning Omni-Modal Segment Captioning
& F & SIS
L &g  F LTSI
c& N & & O N :
K *QQ &b %OQ \‘g“ e ?'0 At which time interval can we find “A man, Could you please detail the events that took place @ Can you describe what occurred from 179.6s to @
QOQ % Q/ 0&“” wearing safety goggles, is using a power tool during different time segments in the video, 209.0s in the video, considering both visual
K to sand.” taking place in the video, considering both visual and audio information? and audio information?

considering both visual and audio information?
The video transitions from a lively outdoor
From 9.0s to 15.8s, a video titled 'Dining ...

(d) Audio-visual correlation types

café to a DJ playing music for a dancing

D &

IBI From 35.0s to 38.0s. From 35.8s to 38.0s, a man, wearing gloves ...

crowd, then focuses on two women Djing ...
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VIDHALLUC: Evaluating Temporal Hallucinations in Multimodal Large Language Models for

Video Understanding

O #E: KBTI HEXRRBESEETTIL(FHELLM) ([2HT5REEHREFRBNLOREEZTMT 20 DT —2tvbTHS
VIDHALLUCZEIZE T 5, T—2tvhME B () ISR TOEREELTEFMICEESIN . REMERIIEABO 7 /T—2—50T
Do

O FHik: VIDHALLUCZERT 5L, BEDHELLMN—BHELREFED LS ICNET N EFBIEMIZEFHE TE51=6 . ARBIDHH
EHELTHEELG/N\ITA—IV AT vy THRBELNZES,

O StE: BREHR SR EEERE IKALELTHLWLDEFETHY. VIDHALLUCIE., EMLERRMI A FTIVRERADH L TOERRF
DETILDORFEZZERYICLTLS,

m Q1) Is the prominent action in the video

m playing the piano?

Chat-UniVi: Yes, the prominent action ~ Chat-UnliVi: Yes, the prominent action in

Q2) Is the prominent action in the video
playing drums?

Semantic and Visual Similarity Filtering Quality Filtering

Action in the video is playing the piano. v/ the video is the person playing the drums. X

Hallucination

Video-ChatGPT: No. X Video-ChatGPT: Yes, playing drums is
the prominent action in the video. X

CLIP/SigLIP Video-LLaMA2: Yes. v/ Video-LLaMA2: Yes. X

Automatic (
Temporal Sequence
— Questlon S

‘ s Hallucination

GT: Yes. v/ GT:No. v/

Sim>0.9

Q1) /s the prominent action in the video| | Q2) Is the prominent action in the video
playing the piano? playing drums?

Human Validation
Human Verification

~

DINOv2

Scene Transition Chat-UniVi: Yes, the prominentaction ~ Chat-UniVi: Yes, the prominent action in

Hallucination in the video is playing the piano. X the video is the man playing the drums. v/

Video Clip 2

Video-ChatGPT: Yes. X Video-ChatGPT: Yes, playing drums is
the prominent action in the video. v/

Video-LLaMAZ2: Yes. X Video-LLaMA2: Yes. v/

GT:No. GT: Yes. /
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VideoEspresso: A Large—Scale Chain—of—Thought Dataset for Fine—Grained Video

Reasoning via Core Frame Selection
O WE: AETE.,. BEEEERERTFEOVILFE—RILEEBETILZHAEHLETCTEHIWIZEEIN . SO L EEIBEZIT T 51

HDRUFI—Y TS VideoExpressoZ#BN 9 5%, VideoExpressoThL—=U T SN=ETILIX, WO DEEED T—2 Y THRERD
NITHF—IREREHLT -,

QO FHME: THEMELT, SFHEEIEREBADE A, KEELGT —2ERKICE T5RE EHHERDODERLGEELNH D, Sk, FERETEEMEH
L—— Y OBEOmAER LSE(770—FTHD,

QO &®fFE: CVPRTIEH. CORHFADEDLDEFEYZRBLT, FHBIERFONFI—IBKONERINTVS, &BEEER TSI,
AR VICEAT ABRIFEENFARTHY. FHHLGRHERZDEHMHEROM AN RERDRETH D,

\
\
\

rrative
5.16

ion vi ‘i Simple QA pairs (C) s Ours mmm= | 0ngVA-7B-DPO
a @ Human Annotation via Raw Video P P g
( ) Common Wdeo Q: Which one of these descriptions correctly matches the woman's
Q&A action in the video? A: (D) going upstairs m—— GPT-40 e mPLUG-OWI3-78-video
[ ]
- W Chain-of-Thought pairs Theme Causal
G w VideoEspresso (@) C=lensi Question - Kepiom# v Bbon: (575, 13, 544,973 BU 206
s p— bl X s 4 Contextual—~ 2= 7 S Ingredient
T E‘ t.. 972]] ... with /8 4 3267
i ©: What makes that man |[@§ CoT o % (355, 443, 33, 61
T Construction later in the images. .
= =0 conf:em‘ratled on‘ N ", Influepcé EdeRt Dynamic
(0 o7 e searching inside the open a . A: The man at the desk appears to iy e
drawer? ™ search... wRel 3
/'/ = )
e y P
L= S = et Role‘/
41.27‘

OQuestion: Please infer the type of sports the person in the |

\\ “,‘“ |

Question: Based on the sequence of actions described, what Question: Describe the interactions between the horse jockeys
logical steps can be inferred about the purpose and or players and the officials as observed in multiple sequences video is performing, and infer the relationship between the \ ifuation
functionality of the culinary tool used by the person? of the video. two objects in front and behind. | nter\ i@ h6.0
Key Items #1: tool, onion Bbox: [[477, 517, 125, 137]...] Key Items #1: jockeys,veferee Bbox: [[427, 257, 154, 274]...] Key Items KI: spray, launch — Bbox: [[293, 394, 203, 440]...] 3965 \ '\
Key Items #2: food Bbox: [[314, 489, 286, 980]] Key Items #2: veferee, men  Bbox: [[712, 274, 56, 243]...] Key Items #2: Bbox: [[290, 385, 209, 399]]
Key Items #3: cucumber Bbox: [[384, 498, 418, 977)...] Key Items #3: horse Bbox: ([611, 399, 68, 288]...] Key Items #3: man, Bbox: [[295, 392, 221, 422]...]
Key Items #4: Bbox: [[184, 284, 938, 692]] . Affic

Evidence: The sequence of actions demonstrates that the tool in Evidence: The horse jockeys in key frame 1 [[427. 257, 54, Evidence: The person in Key frame 1 is riding a I 29.82

Key frame 1 [[477, 517, 125, 137]] ... 274]] interact with an. .. [[293.394,203.440]] and splashing huge waves. .. Behavior
s 'IlE’cullm}v tool is deslgued to hold \'egétablés [“dnsver: The horse jockeys or players interact with officials tnsiwer: Two people are riding a spesdboat on the sea and ‘0\:7“5 _F"’_/: 4
securely in place while they are being sliced, ensuring... or a referee, as one jockey says something to an official. .. creating huge waves. The person behind is taking a photo... [_m(;{ fon Cooki ? o
| E ooking Process
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LION-FS: Fast & Slow Video—Language Thinker as Online Video Assistant

O WE: KBXTEH..EHI—AHBEREA(FPV)BEOITEXAMIBEWT. AUSAVEE TR MDFH LIVAZTHS LION-FS(Fast-Slow)
FIRET D, 77 AMNTVIIEEIL—LL—MIBZFRAL TRRLEEZTREL. AO— YV X XYM EERENICNIET S5 LIS
KUY, KYUFRSGEHHAGHREZITO,

O R 2EEETO0aVBEBITFEREIN T : SlowFast7 —F TIOF ¥ E4 U SAVHET O A2 O FEEIZHEIS S8, IR EE SFE4E
DM AZETEEIZT D,

O S{tE: SlowFastDaLETFEEIZHFLOED TRV, AL SAVBET LRIV MADOBREERNTEE, CO7IO—F D EE
REBARTIZHYRTEAAREMAHY . REERO— SV IIZBARMIZHA AL ZETNIAF—I U REELIZA LI HIENTES,

gy

A\ —> [EOS] (Keep Silent)

A\ ERG

1 5 L 0

: ' g_g P

1 - - I'

ot Y > Assitant (Response)

! E\ Te\t Query —»

L — Text Query —3

! m

|\ as [You repaired the bicyele |
) LS g_% —_— - Yol l:':'p rvllg”‘rl
!

:t\_ ® (] g_ 8‘ » [EOS] 4 " )/ serew an ing the b
! (] = 3 (Kup Silent) 2 \ pei

: g2 M) (182 |- ;

' Q | N c O z

S —. FaSt Path E’.“.n‘ | &= 3 E You mr

! \ 3o 23 e FastPath/ by rI; screw on
' CHTS o e bicvide

! = 5 A

: g § E | = enn Slow Path (caretully thinki Slow Path (carefully thinki Slow Path (carefully thinki

' 3 > ‘ (RES[IOIIS?) (Carefully thinking ...) (Carefully thinking ...) (Carefully thinking ...)

:u %tg 5’ =

1 |

i A B! \ 4 | " You fix the screw onthe | | You fix the screw on the | |

: i screwdriver. bicycle.

' L_ Slow Path o) |

: \ Multi-granularity Keyframe Augmentation

1

! Thinking Template (LKeyframe tokensJJ [ Grid Tokens ]@ [ Core Tokens ][@ )
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Video—Panda: Parameter—efficient Alignhment for Encoder—free Video—Language Models

O BE: AMHETIE. TOA—4FFEDHE LLM 7—FTIF v TH5 Video-Panda BN T 5. cCOETILIX,. REDEE T O—F —%1F
ATaR0YIC. BEMT7TIAoA IOy (STAB) #ERAL T, SO ERAFHEFRNEFHEZEIBA DM CEEBBE TS,
Video-PandaldVideo-Llama*Video-ChatGPTHE D ETIILLEYBLEBNTWET A EDaTZIL I aA—T 4T IERT L/ A—E2—[FHT
4,500 7518

O FHHRY: BEEXEOHEI I—FED1—IILEHRLIZCE, TORR. B2 THYLHNOEHEEDETILABLN., I\TA—FH KIGIZD7A
CCTHEVWVBEZMIFTES,

O KfE: Video-PandalZIEEICaV /NI, TN TEERDOAR U FI—ITHREIDOHAH/INTA—IVREZRHIET L, COINTH—IVRE £
DESITERTHIIZTLYEFEHIZEEETNIL, FICRICESIETAXDETILELLR T HEAEMNENERTES, FT=. ETILHREDEKSIZR
=)0 IN BB KREGEENTAH—IUANEDISIZEILTEINERARDIELEE, FEIN TS STAB BV a—LITHEHIZRE
ZB1=8. SHIZKREFTIHELH D,

Video-LLaVA
70 :/licég?(-)r’anda (425K) ChatUniV Q
® mqi@ NidcoChaty  LLaMAVID '
Video-ChatGPT (2000K) (763K LLM LLM LLM LLM ' LLM
60 (200( '
(100K)
—_ Video-LLaVA LL(‘,[-.’& Adapter et . T T S . P et oS e o e i i e ek . : T e - e . ‘T
x50 (100K) (52K) MRS N {  Alignment Block { Alignment Block { AlignmentBlock ~ Alignment Block , { AignmentBlock ! :
by VideoChat (164K) i MLP i § MLP ; § MLP : PIMP (MR 1 | Spatio-Temporal ;sPTé“ti
o (18K) H : : : : : 1 | AlignmentBlock i TomPL:
S 40 : H | Q-Former : : : : "B i t
Y " : ’ 1
1 17 4 b bttt d 0ttt CSesmessgemssaswst |00 Muwbessnigasesisst |00 Messssesggassasnd |00 Sesesssaasssssadi 0 | Beammnsissisnesad Seset
> 2 I R R A O I I (O A SN B SO G N N (R — AN N SN IR , SPU! N L S ]
Encoder Encoder Encoder i : Encoder i !
30 Text Text - i Text - it Text !
Image Prompt Image Prompt Video i Prompt | Image Video :  Prompt | 1
; Encoder Encoder Encoder P ¢ Encoder Encoder :: el
20 (L(:/bLL)K’ @9 Different:Datasets’ ||| >rTemsrnsussmmats SUaak  OSRIOINENSATnEaIsn) s WITOSUnIISSRangm GeeEnn SONIIRRuimuianesss S '
; @ Same Datasets Different Designs in Existing Methods : Our Method
@® Ours (Video-Panda) '
10

102 10°
Number of Parameters (Millions)[logscale]
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StreamingT2V: Consistent, Dynamic, and Extendable Long Video Generation from Text

O M=E: KFFTIE. StreamingT2VELVIIERFED Text to Video AR AR ZERBNTL. W20 DRSDEBEBEEZEKTES, COETILICIE. REDIL—
LERIEDIL—LIZEHOESAV T3V T7ToavEla—I)LE . RWO—S U RTEIO—NIVG—ERERDIZODONBREFE 1L
N AENTLNS, ZRERIZ. ROLEEIISUOA LT LUREFERALTEERIEMICERINS, ZCOF7FO—FIL. OpenSora > OpenSoraPlan
HEDWREDAEIYEKRIBIZENTILNS,

O FHHRME: CoXEEF. BEOR—RSMVFIYELEEREEKNIBIZRALSEEZIVCZ7UV T DRBEN —Z VT ERRIZEDBD,

O SfFE: COAXITTTITSEEZED TS, HATERTE (B1E.FPVHE) NELGNIX, EQIILHRFT LEDEEFENDEIZLZAIDNELNSHE
BRIEVEERINNEL D, F=. 27 TO—FHAERYICRENEINBLFRE, COIIEVRTLDI—Z2T (21, DY DERSHESATEEMSE
N"Hb,

Streaming T2V Stage

-

Initialization Stage e I:AM

3V ~ N(0, 1) - - — E
Pre-Trained s . s
. Text2Video "@ Conditional
; : Text2Video
i “Apanda Anchor Frame T T
 playing guitar on § _—
;_Times Square” : s

‘4 — APM

Refinement
Text2Video

frame 1-3 s frame 300-302 i frame 600-602
@1s @30s @60s
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EIDT-V: Exploiting Intersections in Diffusion Trajectories for Model-Agnostic, Zero—Shot,

Training—Free Text—to—Video Generation

O BE: ARX T, BEOEBZA—ADTIAMLEBEANDERETILVERETEEODN——U I FEDRBELFETHS
EIDT-VZIEET 3, IL—LBERORREIL—LBOE—230TOVTRERY ANB LT, EIDT-V (X ELEETOERE TR
L. IL—ALZEDRELFHMNIE—LOROBMAZRLEESES, COAETIH. ETILEBN —=0F LEKTHEELVATA—TUR
NELN5,

O HFHE: FTERMDSBEANDERDEODON —=5HLOT7TO—F &, £ELEM+SITREINTUEL, EIDT-VIE. 7% X
MZ&BTAVTHIKBEELANILOHIEZERTREICL . SESFELARICHEZ D TREEZF O -RIEN TRHRLG AN X LZIRET S,

O RfE: JL—LTEICEGRATOVIT N ERTAZLERBIOHATAT7THY. BRINWEBHRES LB ERIDMELNALY,
ZOTF7TO0—F%, BBR—ADIL—LT—OLUN OB ERETILIZEHRIR TEAMNESIHIERITTADITERENARIETH S,

___FreeBloom

ol ST
2fx3
H IR ifs
gl £ |
s ia%e
=8 %
3 -
C—
\
7
-
23 o
88 7"
i
H

Video Module
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VideoDirector: Precise Video Editing via Text—to—Video Models

O MWE: KEEXTIE. text-to-video (T2V) £ ET ILZEIERE T 5L TH D VideoDirector #iET d, COT7TA—F TIL., ZEfEHY
S EHRNBFEICDODWTHEBNDAAFTVREEAL,. ZTNENORIEEFEIIHRELOLITLTNS, S5IZ, TIILFIL—LDXILT
FAFBEIELIRESNTHY., Sl RBEENIREIZLZYET , COAXRIIREmD /N TA—IVRAFERT 5,

O ¥R KGXTIE, BEICESL-EERMNEFEOERLTLATOIORAEWNVEE., BIEHREICH T SBEDREELTHORET
57 70—FDRAZHEMIZHHFTLTLS, VideoDirector [&, ZERIREAN X LERBIREAN X LZRARMICYYEET ZE TS
NoDOBEEIZRLLTLNA,

O SfE: HEOT2VHRIZCE TARBERBEESDREITLLMMON TS, AR, TNEFEBTH-ODOBEETEELINTT
A—FZRLTHY., JYFIEILCIKEEGBEREICARIT-AELEARERLTLNS,

econstruction
= t t=1 t=0
e C
ek s CFG
s g U-Net e
PR -

©0: Input Videos -\
@0 : Reconstructed Videos
[
tent space { spac Attention Control
ise late Self Attention-I Self Attention-II
Video DDIM Video DDIM (t<z) (t27))
T Sampling of Y ST S Sampling @R 5 [@ o @ f’ ﬁyﬂ i
- B s
@ Y Attenti
> - W' Map

DDIM samplin

M;
g CIE
S ok U-Net
; —
e
t =0
1 =| T

STDG
t—1

SA-I SA-II

CA (=1, Editing steps
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Uni4D: Unifying Visual Foundation Models for 4D Modeling from a Single Video

O WE: KEXTIEK. BEHNSEEAD— (FFEOFBIZ{HES3D%E M) 2 E BT A AETHAUNADFIRET 5, UnidD (FHREEETE
TIVEFRALT. HEIL—LNLETE =23 boyx o ¥ A T—2a3 % M35, SO HZEFERL T, Y ATLAIK
HASDEBE—D DKEHTEL. BNV TNAVRILABLTHEZRYAD IS BEERETIILEBN —= 0 GLTERSN
TULBA, UnidD [FIEBDARFI—ITRED/INT+—I U REER,

O R Eac—— SN =B REBETILEVideo-t0-4DARVIZHEHEAT 5L, ChIZKY . BMORL—=0 5 D% ERLZLTE
B DHRRZXFIENTES,

O KRS COBFEIIBEFOIVR—RUIDNLBEIN TSN, TNoEZIRMICHA SO T TRERD /N TA+—I U REER]T 5,
EBETILFEMNLGY —BREBEICHETHEEXHFENDERAN,

Visual Foundation Cues

Segmentation

i \\ 7 2=
¢t | 'nputVideo i Output 4D Scene Models
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LATTE—-MV: Learning to Anticipate Table Tennis Hits from Monocular Videos

O @ AEE. ERI -V bORRIC2DOOEFEEZELGEMEL TS FT . T—ILER—ILDIRIME . T—TIILOMEEDHETE . AATS
DX)ITL—23>  R—XDHTE . ZREHLER—ILOEBIDOERGE . BIEND 3D O—2ZBEETI-HDNATSAUEIRETH. X
(2. ERETIVICE DR EREGFRHE TS50 —5—2BALT. BFOSEDT I aVEF AT S, TOEKDH S0EROHEEDT—
BEYRIATA—ADBIRESNTINS,

O FHRE: TRAETIUT (FERLIRE T CTORMBEFOTHOFTA)NEENTWASO . COEEIFILRIOT7TITO—FERFIEN S,

O RfE: JOHIWFAFTIORERMYANSE, T ) XALNESHIZEED, STE2H 4ADV—2DBIEE (DA AN+ OBBIZEFSIEET ) 2FH
FTHEIFBELRRDRATY T LS,

Algorithm 1 Ball Trajectory Reconstruction

Require: 2D ball positions {byp ;}, camera intrinsic pa-
rameters K and extrinsic parameters R, t
1: Find hit times {h;}, ey e &

B 7rsiectory after opponent hit

2: foreachi=1to H — 1do
Find potential bounce times {bﬂ,‘}jB: 1.°C [HesBagal:
4 for each j = 1to B do
. b, hiya
5 Fit parabolas to {sz’t}t’:hi and {sz-t}t;Z),—
6: Compute MSE; for each fit. ‘
7.
8
9

Trajectory of return by pose G

Current ball pose (at t=0)

(95}

end for

Select j* € argmin,c;p{MSE;} and set b = b;-.
: Set bsp p, to player’s racket hand at frame h;.

R 0 Set b3p,p,,, to player’s racket hand at frame h;41.  Figure 7. Simulated target poses and ball trajectory.
113 Compute b3p  via inverse camera projection.

N 2 Fit 1)3[)11, fort € [h,-,‘_, /lj+]] via Eq. (2)-(5).

B 3 end for
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SnapGen—V: Generating a Five—Second Video within Five Seconds on a Mobile

O BEE: KBEXTIE, B/NCILT /AL X (iPhone 16 Pro Max) TS# LIRIZSH DOEHEEZE R TES. BETHYLIOEHRELT T AL /BB &K
ETILTHSHSnapGen-VEIRET D, COMEREERT 5012, EBLIXLEHAICHI-HEEREZITL., AV /NI THYLEHN ORI
BRI/ NI R—2 4 EL . SIEMNLGRBRBML AV —% KT, S5I2. REBELH/AXBRERTYTEHTHh 4D(ELTHREBERIMEEEIZ, BT
T ILDF TR R BB N EA SN T,

O R RE7—XTI9FVvERZHITIERLE-ATEILSTEY .. ENSILT NS ATHRMIZHEET E2RIID  text-to-video £EFRETILE
LS ATEETE Z IR 7o

O SfE: ETIILHRILE.FTETEEIEF > TCLWAIARLF. COMEIX. VT ILEZALDA T INA RBNBEEBANDFEEXFHE. ILVF
. ENAIWTT)r—230DBEA~DEEFRCATREELH D,

\6 ?7’.\@ \‘/\

' \
“‘ e < W _“A Labrador Retriever astronaut cap

Im tomh bxi condition | S C
g —»[ Diffusion Process J—» Spatial Layer - Lo
(|l R e GO " (bt) (hw)e = :
x O Iterative Denoise . XT I
- - - - - o C SelfAttentionlD CrossAttentionlD 1 s l
= E (bhw)te (bhw)te ResBlock2D
1 (bt)chw )
' SelfA 1D CrossAs o | P
g D i H<_ l E < ] 1 b (?;e,!:)on b (: :‘e.l,l,‘); ol TemporalAttn r§
|| ! : (bhw)tc =
ohlin X xt 1 X; X7 Conv3D ConvlD Conv2D
e TR T bethw (bhw)ct (bt)chw
VAE """'T":"T".""':'"i"i'"i ______ Jcondition | | S |
Q‘ ] o ¥
u u 1sti
Latency and Memory Guided Architecture Search Step Distill
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Koala—36M: A Large—scale Video Dataset Improving Consistency between Fine—grained

Conditions and Video Content

O MW= KRXTE, BEBRBEEROMAZBMELTERETSN-KRBEBLET—2ybTHS Koala-36MZEIRE., EHEVIVT (8510 #) [
Id: ETIVIZE>TEFMIZERSINT-. W 200 EBOFEMLGTEIAMILBHRBEN G ITONS, BIEZEDFMER L= DEHE R —

JEEHATT (VTISS) ZIREL TS, K2, BIEEZNICRIGT ATXFACDBIDOBFMN—EHER LS5O ILEIET IILEFIR

ALTWLS,

O $HRM%: Koala-36MIE, Panda70MAZE DREIRDT—2 b LB LT, KUHEMTEREDF Y I a iR M35, MBEL—EHD-HIC
VTSSLILENET ILE{FERTAZET. FOERAENESLIZEES,

O KfE: FECEGEZERTLSI-OOERETETOINGET—2 YNNI FTEITEE(CHH->TWVS, EELEEIL. BEAERTTAND &
BEEDIIITRIET D TNTH. BEDETILCTHEEIZEN =TT avEdREICERT DI EE FfL—Z2U T 2SN R A ERE

' Panda 70M “A woman is cracking eggs into a bowl of spinach in the kitchen”
. B b r ‘ ¥

; : . o = - Dataset #Videos ATL(words) TVL(hours) Text Filtering  Resolution
1 Koala-36M ! vrss 1 Koala 36M i
1 “A womman is standing in a modemn kitchen, engaging in a conversation or 413 @ person preparing a dish in a kitchen setting. The person is seen cracking e | ach et 2 7 P P -metrics
| explaining something while gesturing with her hands. She is wearing a black top amz( VIss lmtga bow! anzd wth spinach leaves. The sm?e is Fog&d on the hands a:& % ! LSMDC (Rohrbach et dl 2015) 118K 7.0 158 Manual Sub I'IlLll'?L B l()X()p
! has long, braided hair- The kitchen is well-lit with warm lighting, and there are I 'bow! with various kitchen items like a bottle of oil, a container of salt, and a teapot | ' DiDeMo (Anne Hendricks et al., 201 7) 27K 8.0 87 Manual Sub-metrics -
| various kitchen items on the counter, including a vase with ved jowers, a bowl of ! vmb!e in the background. The person’s hands are the main focus, showing t}u 1 2 s .
1995, and a green bowl. The woman appears to be in a cheerful mood., smiling....." | ,carsful and deliberate action of cracking the eggs and adding them to the ... I YouCook2 (Zhou et al., 2018) 14K 8.8 176 Manual Sub-metrics

. ActivityNet (Caba Heilbron et al., 2015) 100K 13.5 849 Manual Sub-metrics

| Panda-70M “A shirtless man flexing his muscles in front of a crowd.” -
MSR-VTT (Xu et al., 2016) 10K 9.3 40 Manual Sub-metrics ~ 240p

VATEX (Wang et al., 2019) 41K 15.2 ~115 Manual Sub-metrics -
WebVid-10M (Bain et al., 2021) 10M 12.0 52K Alt-Text Sub-metrics 360p
HowTol00OM (Miech et al., 2019) 136M 4.0 135K ASR Sub-metrics 240p

’ A mam | HD- - et al.. 2022 : T )
Tl St a Babesoel torss el i s Stanating o frome o8 \;r;s 1Ko i HD-VILA-100M (Xue et al., 2022) 103M 17.6 760.3K ASR Sub-metrics  720p

| “A muscular “Two men are engaged in a handshake, with one of them flexing his muscles. The B 2 o S S
‘ mcmphonsb holdis ngd :ue of pnpetam perso; is we:nngmv’;hec%: ank to‘;; c;mi ] ‘;;T:os ;,vw\ o; the left has a zav‘:li‘tatt[ond:m :;t:aws Hz’;nk on Sb:an"‘;a;w:nd i VidGen (Tan et al., 2024) IM 89.3 - Generated Sub-metrics 720[)
appears to be in a celebratory or victorious mood, as indicated by their raised fists . icep. He is wearing a black sleeveless shirt a s a yellow wristl man on | . . .
| and the expression of triumph on their face- The background suggests a sports ' 'the right has a muscular build, with a tattoo on his nght arm and a cap on his i MiraData (Ju et al., 2024) 330K 318.0 16K Generated & Struct Sub-metrics 720])
mnt specifically a boxing match, as indicated by the presence of a microphone... kzad He is shirtless, revealing his well-defined muscles . : Panda-70M (Chen et al.. 2024b) 70M 13.2 167K Generated Sub-metrics 770[’
! Panda-7 ,Pandn TOM Unfiltered !
Koala-36M (Ours) 36M 202.1 172K Generated & Struct Expert Model ~ 720p
vISS VTSS
105 1.69

1 Koala-36M Filter out {freeze-frame video) 1 Koala 36M Filter out {overexposed video) 1
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AnomalyNCD: Towards Novel Anomaly Class Discovery in Industrial Scenarios

O BE: KBRXTE.VILFISRAEREREOHFLWAETHS AnomalynCDZEIRET %, BE .. EEMEEBIIEEDO LA EHEV=H.
EESEIEREORLEEHOBRBICEAZFEWNV-FEZ_{EIL (MEBn) EVa1—ILFEALI, COHEICIE, BB A T—3 %@L
TEI TV ERETRESEDODIRIAARIZLDEHMBEEEAAENTNS, COT7TO—FTIE. EHORFI—UTELWN
T+—I AN ELND,

O FHRE: A/ R—2a I dEICHERNERETZH S, BLDIAVKR—RMNELEIZCHLLVD T TIXBLD, ZhoE#HEea TS ETEEIZHL
BEMAELNDS,

O &KFE:TILFE—SFLSEETI(MLLM)ZEEREICERTAZEIIEELARTHY., REFLITTHKEEI(TDHERLAIRE(ZL S
BEEL B, T-. BEERMEA T IVMIDUNEFEBE—DIL—LD—JIMETESAREEEH S,

anomaly score—l
Mask-Guided Representation Learning
Pseudo
—_— —>| PLC
/‘ label :
Y
: A Predlcted mask mask vector M ! ——>| Prediction [> Lop
SA . SA " MGA MGA MGA classnfier
j Sob g Tue |
: label H
£ crop
S| :
i ; n ‘JT Feature Extractoer
SGI\ f‘ SSL
Unlabeled (novel) Class Branch Main Element Binarization Self-Attention Anomaly Detection Method N
f Parametric
Labeled (base) Class Branch PLC | Pseudo Labels Correction MGA | Mask-Guided Attention Lcg  Cross-Entropy Loss [ classifiex b 5 D l. <SS~ 7
GT

Prediction
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Protecting Your Video Content: Disrupting Automated Video—based LLM Annotations

O BIE: KAR/RXTIE. T—E9TSAN\VREZEHHELT. HE LLMAEEI T VYERS>TERRLY ., BE|IZ7IEA LY BREIZx 0T
B1=0OIZ, DA—R3—I—DARKD 20D FE (ST TEZa—NERET D, VTN T RER, REETIHBCEIGIERTHFIEOIRAL LT
Byl LLM #3520 B (28, — A Sa—MNEEETILDOO— U XET (EOS) BMEERRELTHARELX B TIEAEICEREELT
W5, EBLMDAEL. BiE ChatGPT. EELlama. E1E VicunaZiE DETILIZCR L TRULNVNTA—I 2V RETT,

O FHHRE: HELLMAOSEHE I ToYDT—E3TSANRETEEVSHLWEELGHREBICRUMBA TS IBESNTWWAFETIE. 7
IWFE—FIIGRKREESEETILIZERE OB L HEENE A,

O SfE: LLMOBEZRBBEENRZEICF LT BIZDONT, MLLMZRRELETSA NV RES LUBHEMTOEENS ELAHEELH
Ho _cOMEIL. EEHSAIHRICE HTAEELGIH-LTARMZZERYIZLTIVS,

Rambling-F Mute-S Input Generated tokens
Video feature The video
v . 10.101.1.11 vd . . I8 aebey
Niges > L 1111111, Video - Video-base animatie
1111111, LLMs Increase
LLM feat the
feature I Other tokens generated
‘ tokens
i EOS
ina- Input Generated tokens of < Increase
Rambllng L clean video Mufe N on the
first tok
vd ... iRikikil v, . The-video
Video > VideosRase iRiRikil Video ~ Video-base —is-a-3b—
LLMs £ £ f1 f1 LLMs animation,
What is this video about? : Auto-regressive loss
Ramblings y. v Mute-S
baby baby baby baby... This video is a Text-to-video model
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SMTPD: A NewBenchmark for Temporal Prediction of Social Media Popularity

O MWE: KEXTIE. V=V ILATATEIEOARETF T -0 DFHLWOWNRFI—ITHASMTPDE  HFHIZAKDERIHFT A FTIIR
[CERZUTTIRETS, BEOT—2t YL T, SMTPD IIEHEBE O ASHEBOREEEELIZEDIIIZEILTE2NFIEATLY
2o

O FHRKE: COEEBREIHFTTHEMNICEEELH D, V= FILATATDARIE. AROEE QOB BFNEEICKRELEZELXRIF
L. M ERRICE>TEELGRFELHOTINS,

O SfFE:V—2 v REAS—REBIIFRFANHY. ARDERIZHIEREZFES-Y. AREMODILTUVIZHELIZY T 5EEDTE
BEMFMOTNS, I=-F-L. ARIF—ETIFILEL EEOI—H —LDPOYURYICE>TEIL T AAEEENH ST . COIRIEFEEF L
DREEELTERITUIYR T EIENTEINEINEIFTHE, COMBEIL, V=9I ATATDEOIGEMTHREHRFT DS AT LIZMLLM
AT AERMNLEEOTLNSIEERMLTULNS,

User Profil
L Dataset Source Category Samples Language Prediction Type
Mazloom [35] Instagram fast food brand 75K English single
Release Du;‘ 1 Du:v 2 Dll;\' 3 esape ssve Daly 30
= [ Temporal Popularity Timeline Sanjo [42] Cookpad recipe 150K Japanese single
(a) A social media post, also serving as a sample in SMTPD. TPIC 17 [47] Flickr _ 680K Enghsh Single
SMPD [48] Flickr 11 categories 486K English single

l AMPS [11] YouTube shorts 13K Korean single

}" I | I I I I I | I I I | I | I I I I I I | I | I I I I ' I I SMTPD (ours) YouTube 15 categories 282K  over 90 languages sequential ”
T T T IR E e R NPT EBFERTHH j., \////%;g\ L /M/ T. LA B 135

https:/limitlab.xyz/

8 2

A Rav nlate ~


https://openaccess.thecvf.com/content/CVPR2025/papers/Xu_SMTPD_A_New_Benchmark_for_Temporal_Prediction_of_Social_Media_CVPR_2025_paper.pdf
https://limitlab.xyz/

CVPR 2025 MO &jj[r] - K {F= (135/181)

Video—3D LLM: Learning Position—Aware Video Representation for 3D Scene

Understanding

O #BE: AETE. BEEZRVV-3DERENTRELEHFLLVIIILFE—SFILKEEETILTHASVideo-3D LLMZEIZRET 5, COFETIE.
IDEMBEMLTBE N TD—HELL TR, BIERFEIDRBEZ—HIEDH, COETILIE. BHD 3D BEAFI—UTHLN
TA—IUREHKET D,

O $FHHMY: $ELEIDES )T DEBELIZEKY ., MLLMABATRAZLIDA AE L ELE T (Z3DBELRHTEDLSICTBEIH D,

O KRfFE: BELTMSIDERERETAHEITERIZERAN, COT7TO—FIZKY. BERAD 3D AALFATELNWIEAZNREH
ROIFIATEH, 3D BENBZIZHS, NICKYFENOTEIARLEL, ZREEICSTAMLLMO#FHT-AE RO RIREE A BN

-—
~0

Image

VG isgrownd>" o <
O “left s d 5
Captio hite table’ — e
= t t t £
=z -9 T Word
E 2 P ™
3 ! - = =
>tra Z v:-d S
=z &
L) (=3
1 | =
—
: 2 iy . ! =
Point cloud/Toxel-level 15 Position-Aware Tideo | ¥
z - P coord
Representation ; ] Representation ; €k

ozIfenIu|
> : nlnpﬁw mpo:ma
¥ S|

@ =
(=] - g
——— —
Finetune ; ~.. Finetune = &
& 2 ; ~ [~ Video-3D —» o,
Gez) Gayaz) uynz) G2z 0202090909092 20209092 AaeEsemT 02— deaefeopecimdendto 1 <ground 1>
@ y323) (Cadezs) (X2, y323) (XanVerZa) (a) Model Architecture (¢) Task Example: 3D Visual Grounding
Global Coordinates
(a) Previous Work (b) Our Method
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VideoGEM: Training—free Action Grounding in Videos

O ME: KEXTIEK. EMOETILVCL—=2 T L THERD T30 AT oo e0—h54 X5 . No——V 0 FEORIDEHE T S

D T4 HiETHSD VideoGem NI 5, BBER—ADT SO0 T40T7 Fi% GEM ZEEIZHBICAHAL TS, COFETIE, IFSFL
TTooavbAVY—"0T7030 04TV IMIHIEL TS EVWSIBRBICEDWT, LAV—DEANBMICRAEBINS, T, 7Har7
RILWSTIL IV B ATz DTOVTREEFL. ChoDTOV T EFRALTGEEZSFEL, T 37 Toiaveyratd
%o

FRME: Chik. 7723 AV —DFAFIHRETAVTIR—RADH AT U REFRALTHEE VEO—HS4AL, \L—=0 5%
LTEEDT S0 T4V #ERTHRPDTITO—FTH D,

K41F: VideoGem DL—=U 0 A EDMEIL BICRT—FTIILERECYY—IANDLEWBRECIERICHK AN, 7OV TR
IS TEDT=8 . EOMMDKARITAXAGELR T TV T4V T WATBEIZREY  BIEAR—XDT—2EvbO BB ELNFTREIZREY . IBEVLRED
[Eh5,

A photo of a person flip something * ,"E Vision Transformer

Action: ,Whisk eggs*

T T T A photo of a pel g egg P S (L-K (K-D)
: 2 LAphoto of flip egg.” e, A
Verb prompt: Object prompt:  Action prompt: PSRN s
“A photo of a person  “A photo of a person  “A photo of a person l ) ]
whisk something.” using eggs.” whisk eggs.” H :

™ ‘Tp [ Text Encoder J :[ Vision Transformer ]

il o

Weights Calculation

V.
N i
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The Devil is in Temporal Token: High Quality Video Reasoning Segmentation

O WE: Kpxcld. BE#EREI AV T30 0FHLWAETHARS-HQEIRET S, E— 0D [SEG] b—4Y 2 AL THEIL—LLKRTEA—F yr1D
STONEBRETAREDH HLEELY VRS-HQ TIREBMO—H)E— a0 DEERABRBIN TN, S—F Y TSI IMEEL IL—LEBNTS
TURSIWVTToavb—0([TAK]) BMEBEASN TS, Tz, COHETIE, FEUEICEDIEEANZ X LETL—LFBIRAN=_XLZHEL T, BEREH
HmEBRIELTLNS,

O FHME: 34855 [TAK] BN —20 DEATH D, ShIZEY . A TSTIRD KYEREBRNS 59T 09 BRI S, SO KL LT ILE
N EBHDT—R2EIRPRRIIZH>TEWWVNTA—I U REHKIET D,

O SRS TAK oo iE, O BEHH2R I TEERESN AT EZ RLTSY ., AHEOBRF 28— T4 O Z0MD S —r v LEX T 112
BRATEINEINEVSEKENERNELD, COT7TA—FIEERBT—IRIETED,

Single <SEG> Token for x End-to-end Intelence Ref-YT-VOS — VRS-HQ —
Text Prompt  Keyframe Segmentation Remammg Frames 70.4 BeY )ﬁz( Fresall VISA-7B —
| | Ref-DAVIS17 oy VideoLISA —
76.0 :VOS- LISA-TB —
External Frozen RRVE : ROT A s

" SAM —— Reasoning -
MLLM Tracker . - ReferFormer ——

56.

No Target Object Incorrect Segmentation MeViS
7 ~N and Propagation 50.6
| Reference: (a) Previous Methods S
| Which cat(s) can only be seen wrrh __________________________________________________ ReVOS-Referring
i ! ”
\ its tail at the end of the video? Moulti-level Tokens for <SEG> <TAK> ‘ ‘ 62.1
Temporal Aggregation W ,1:\571 o-end Inference
73:5
3 3 RefCOCO

523

<TAK> Token-driven
-/'{ Keyframe
==
~%

Selection ReasonSeg Test
SAM2 61.2 =
- RefCOCO+ ‘
Calculate d - 53.5
Occlusion Score  Turoet Object Exist 671 ReasonSeg Val

RefCOCOg
(c) Quantitative Comparison

(b) Our VRS-HQ

i S B e
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MoManipVLA: Transferring Vision—language—action Models for General Mobile Manipulation
O MR K<k, KIFE4Vison-Language-Action (VLA) ETLEORYF TEDENAINIZEAL—S 3V BRIITBITT B0 D TL—LT—r%1RT 5, RE

FETE VLABADSIIARAUIRBEF AT D, L SESFRIREFIRITE—BLEN TS, Ff= BIER—RX TV av OEAICE—avTI0=vy
MNHARAFENTNST-O, BEERTOEBELREOBENI A LTS, COVRTLIK. &R/NEDEMN —ZU T TENMILIZE2AL—aVERRT 5,

O ¥R 251/ aviF A BRIV MR- D — BL AR DR BELTHERAL T, VLAET LA R EHAEDENAILI=E 2L —2a V(T TT 5L
THb,

O KfHE: MLLMEORY T RICERT A EADBELAEEO TVS, COMEIL. YTARAVROL—25S5745E  BEHROARIIZIZED LSS - EENE
LR EVSEELEMEERTNT TN, BELSN-RIBEHETAHET. AORYN TSV T DR EE—RIEAESIZH LT HEEEEA H D,

Bi-level Trajectory Optimization

MOtIOI‘I Planning Ob dectlves

Son S

) Reachabtllty Smoothness CoII|S|on

Base Action’ \
ot ﬂvq € u

-~ Base Solver Arm Solver

% a
u A[m Action

ttgs /Nlimitlab.xyz/


https://openaccess.thecvf.com/content/CVPR2025/papers/Wu_MoManipVLA_Transferring_Vision-language-action_Models_for_General_Mobile_Manipulation_CVPR_2025_paper.pdf
https://limitlab.xyz/

CVPR 2025 D &jj[a] - K {F= (139/181)

OpenING: A Comprehensive Benchmark for Judging Open—ended Interleaved Image—Text

Generation (Oral)

O MWE: KBTI ILFEAFILKBREEZETIL(MLLM) IZEB T340 3— ) —T SN F-BET T RN EREFHE T 5=OIZR SN -8B FI—UTHS
OpenINGZEBN T 5, OpenING [Z[E, IRITEA., THAV, TL—VAM—3IUT 1 ED 56 DIREHRD AR IZERRELT= 5,400 EDAREIEREF T4 REY
AMEENTS, EETEHEMEIIETA-OIZ,. BESIEF - hREL T2 I MTSAEFNLThL—=0 T SN =5H LV BEHIEET )LIntJudgedHIREL T
W5, COETILCIK,. GPTR—RDEEEZ LEY ., ABOFEMED—EEMN 82.42% ITHEL TS, BEDAA—) —TJEHRETILIEFELET+HTHAZENE
EBRICEDTREINTHEY ., COMXIE. CORTFICHITHIFKEDESETRET H-HDMEEEZ S,

O FHRE: 23— —TOxRL—2avIID0VTK FEHFYERINTHELT . FTHRELHLIEE RS,

O SRFE: FRERDOEODOT—2EYMNIFELERTREOTEETHD /13— ) =TSNV FE—FINT—2EFEALTETIEZRIN—=2TF 5L ETILD
INTF—R AN ELETEHAEEE N H D, EEDA—F—ANTIE, T—REFEITFLET AN A AENTOSAEEEL H DD . EDISILBEEDA DTN
BET, ROADEBARUIZHLODEEEICRHT AN EETH S,

- Interleaved Image-Text Generation U Interleaved Image-Text
Capabllltles image~to-Text Text-to-lmage ser o Easy to follow Visu:l Rfaso(r::lng | - Education D®esign
low to put these puzzle T " - . o
Chameleon | f' d 't h d t h |d @ Siscas (‘;gﬂher? fimg> /E]ﬁ @ Explain what occurs when white light passes a prism. bedrlo‘:) :Ir:(ie"(‘::r::'s;:::!:‘ny
VILA-U Ind It hard to o up ! oY é Dispersion occurs when broadband light minimalist style. Do you have
b éﬁased on the puzzle pieces < — - i
¥ . |a bowl full of hot soup. ed on the puzzle p 2sses though a pism, it cratos colo fas any design ideas? <img>
Emu2 Show-o " i you provided, they seemed to be ~ 1¢ r P 2 =

D ) Emu3 HOW tO deSI na neW unordered parts of a cow. Putting 905 inthe order of wavelengths. <img> é Modern minimalist style

Anole_ product to soive this? : B o ey e [ o A, e enaretie ML
— A S i c s - ﬁ,
NEXT-GPT = —— o M ) 3 W ; and gray, here is....<img>
®_ Plain Text e Recommendation O W Story Tailing
! . , " LONGE A

GILL € @ Lack llustration | - \3 @i AN (@) Wi sty ot g o1 0.

FLUX.1 , , - X4 AN _

DALL-E-3 One pOSSIble deslgn g é I would highly recommend - el o _:: OpenING - éj When | was young, | enjoy
includes attaching "a || ... Tolu b <img i  adonal (UL A2 T st » ;lilsiling 200 with mz‘falr‘nny_. <iTg> X
) ) g | L X ish. e 3 : - love engaging with all animals ¥
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play the guitar while she was w <img> Mist gold adds unique charm... <1mg>“% 4;; 1
singing. <img> T Aquais... <img> Lavender adds ..<img> . 4 Sl . |

é The lady held a guitar and w @ What impact these colors will have on the 2 A§ S Please predict what the next. move forward..
iy

frame will look like. <img>
B

down jacket fashion trends? <img> n

(a) Trends in Generative Model Development
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Molmo and PixMo: Open Weights and Open Data for State—of—the—Art Vision—Language

Models (Best Paper Honorable Mention)

O BE: KBXTIE, HLAURESN T PIXMOEE(EFN ST —2 v R/ —rE2FERAL TR RICEOMS N —Z0F SN —T o4 DE
CIVEBETILDIFI—THS MolmoZ#BNd 5%, B D VLMIZFES Z &7, MolmoldA—T U ETILDOF TERERD/INTH—I R
ZXEHL. Claude 3.5 Sonnett>Gemini 1.5 ProZaED UL OMNDEFELRTAOTSATA) D RTLELYBENTZ/NNT+—T U REEHL TS,
MolmolZI&., Bl X T av . BNI=T SO TAV T REN ., B HMBAR—XD#HRIEAHAFTFNTINS,

O FRE: E—I2T7—2EETADA—ToTHS, MolmoldA—ToY—XEMN, 70—XRY—RADBERETIILELEL TIRERDIERMNE
LNTLVS,

QO S|fE: SERLREET SOV TAVTREANIIFEEICEETHY. MomMoZEURIEDVONDERTIEINITA—I AN A ELTLNVS,

M OI mo "Point to Mt. Rainier" "Mt.Rainier"

Fine-grained Understanding
Describe thisimage T e ”’7 L e
12 structure that stands, nen ihe center of the 6 "ge mpyram/d

of
% | Surounding the pyramid, the' nwrd is paved with stone and feature
g upwar aris,

ly X stretches
across the frame. wrth its h
ablend of 2 pillars and

"Point to Mt. Rainier"

heré at 2:00 PM
November I5th. The
parki arly

Tokenizer
1P er
15th, there is no parking
allowed in this area...
Pointing Pointing and Counting
2 Countthe tables e Whereis the Odometer? Vision
e witte e TN @l
: i ‘ Encoder
< canbe % Odometer
Seech ategory N/ oo
. cccccccc T Ao ot /| Connector as---as
<point x="63.5"
Synthetic Visual Skills V‘;aﬁ;ﬁeﬁ.’f@,’”“
@ c ps?m [:26:12] iy =] Shatwerstnetotalssesct Aecsdgtothedaa et uatis e ) Rainier </point >
p Cok Render [* g .‘-'.:
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Rethinking Vision—Language Model in Face Forensics: Multi—-Modal Interpretable Forged

Face Detector
O ME: AT, IIILFE—LRIUNTA—TIzA 9B EETILTHAM2F2-DetF#IRET 5, ChlX. B EARYHNMEYMN K BT B121T

T, ZDFIBIZOWTCEHMG EAREEICKHFHATIRMHL. BRAEREZSDHL, COETILTHE, BT O—4—% LLM RA—X
DIRADIRL—EF—(ZEDOLER=HIZTYYOTETI—5E AL BETOVTNS—=0 LAV —BAD LF h—9 % FRAL T,
MU EEDIEEE LY IEREIC X Y T F v 9 5, M2F2-Det [EZ RN ——2F % EL T, BICRAGIMAERA~NDE AL HIEZEER
L. BRERELGRBAGEOME CH-LGREEXITEI TS,
O FHME: Ra7LERORBBERIRV(EDER) . £f-. COETIVIEEREZN. FEELH S (BH),
O SftE: 8. SiRY. BREHLESHNAUE2T9 a3V DRBICEVWTEELEN, T—AETRHFEYSEHFEHLALTULEN, Ra7DHRHY
(2. BESN-EEDEBRFHRATA-OIZEEFET AHEDANEBLMELNLGL, HIOBBEELT,. COETILHEMTHS

ENFEITbNS,
Deepfake 0.60 - DDVQA
Detector e -BLIP . Forged. || Faca CLIP Image The person has a
Score | n Einlanal (o) * * Encoder s‘rcém on foreheclxd
| xplanation \ ) UEcrompts LLM and an unnatural
|__Image {____Image CLIP Text Bridge mouth,
(b) Encoder:#  Adapter suggesting this is
an AI-generated
— Fake Score I LF i '
» 0.99 N E Tokens CLS
T~ Deepfake = Image m Deepfake |Head 0.99
- Forgery Invariant Image U Detector
Detector
=
LLM (@ (b)
M2F2-Det
Image Explanation
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Attention Distillation: A Unified Approach to Visual Characteristics Transfer
O M=E: LEETILO B EE (self-attention) #EE(Z L. BEED AR ILOEKREENBARIZEEZIN TS, Z0) attention [FRk%EE
HAL. SZEENORAFMNILPTIRFYLEEDHRBEHEEZEADOERBERICEE T 5 — A F EHIRELT -,

%ﬁﬁ‘l.ﬂ& F i &L TIXAttention Distillation LossZF MR A ILF SRDFEIYTE. ERTDEBRDEFEIVTEDNDEFRELL

a
ZL-ANENTLD, EREMIC., Latent ZEITOFGIBICLIEEREILIZEYIREREZRE TEf-, £f-. XD HFEHRH
4’5‘ /Z’éﬁﬁ‘ltlﬁ attention distillation loss ZHLElH T T BIRICHE T A ETEREEZRDT-,
O &f1E: R2AMIL-ERDERENITRBSLLN, BRI ISOITABRIGESELREKRABTDEE (XFLE#LL, LOALEENGEMTTH

S-S EERIVEFEIN, BEREFEDRAIMNIVICEALZDGEDHREDZ—X(THEISTES-OERAEMNEL,

Artistic Style Transfer Appearance Transfer Style-specific T2I Generation ) i i
Self-Attention : a‘ ! P[:::S‘ C'Sampling_. ﬁa
)@ % 2 L
&) (%) . ! St;\ =3 ADLoss | | 1 %0
; e i 1K '— UNet — -
i Reference : E : #j W=z T L AD
softmax([0] (X, | Soosoossosss Self-Attenti 1 =] E
softma (L?J [9) 3} “ | g = T e AD Loss
i Lap 1 N == @ ]
funax((0) (1)) - . f | N {amfcadd
sssss 0]k r Q : g, @ /‘\ "
‘: i‘oment : S
(c) Attention Distillatio GddSmpl

1
(a) Attention Distillation Loss (b) Content-preserving Optimization

O https://github.com/xugao97/AttentionDistillation
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Estimating Body and Hand Motion in an Ego-sensed World

O #E: AYRIDURE T NS ADES 6DoF) T—REERT —F TR, EDFZTT—ILNIEHZEBELLGA L, T—ILFE
BRIZBITHIDFUAR—X-BFR-FOHESEHEMIHETE T HEHEHA,

O HPE: H50ET )L (Diffusion-based motion prior) [CEAERENEZ St 11 D THRIKADEMELERZEITD, MEXMEZETIEHL, B
MEETERILSNI-BXNZER TOHEEZITIET, ZHM-FEMNZESDOEEMA . #HEREZKIRIZH L,

O &FE: ZEEMENVEI VU MIASEGRETTHETEORIIARELGH R, SROMEE IHENTIETHLIEZRET D
ETHRELGDTLDA, COREP ZITHER OB REVS-EFERBTIEIRSHHELLEWLSHIBRELH S,

Egocentric Inputs Body Pose, Height, and Hands Example Results Inputs Diffusion Outputs
B HE wit SLAM poses

> 9() > Denoising
conditioning

'@ @
Global 4 9 09~
n—=INe local . Align  world r
Hand body, ody, —
estimator height, eight, ;
hands ands

—> Guidance

IO
QL
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Scene—Centric Unsupervised Panoptic Segmentation

O WME: T2INILLELORETH, O—r 2K Z X RI[Z panoptic segmentation Z2ZE I 5FHF %,

0O M RATLAMGBLEEEHENHYFiE (SMURFLE)ZHLY, SF2SE3THZEDHSMAZEIRTE— I
[ZEDWNTHUSRAY2S, DINOXDepth-GIZ&LHEHEHETHYIFHEFE . ATLAREEZNKL TCEHREE
I TAVIRRIEER L, E—armblthingl. X Tau oMbl stuff |Z#BIL. SREEE/ N\ A TTay
TEESNILVERBE, USRIV TINFEL =y T —21Z, copy-paste augmentation P E—A A LETILE A
LV =B 2 El## (self-training) ZB0L £ &EM L,

O SfE: G-V TEENERUSANIVERZITOFEELTIEEICEE, FESANILDOHIDOTLMEHELT
HEZHDTIEEIZERM,

Cltyscapes -

Pseudo Label Generation Unsupervised Panoptic Training

| Instance Labeling | | - Panoptic: ﬁ -
— | —» [ <«4—— | Panoptic Network | <— N

: : Pseudo Label s Rt
Semantic Labeling \/ put Image_|

O https://visinf.github.io/cups/
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Structure—Aware Correspondence Learning for Relative Pose Estimation

O M= RANOMKISHLTSREREI T EREDR OIDEEL- I ERARZHTE

O HRE: MEOBEZRERI AT —RAUMERLICEEME I SLT REENRGIYATILRIEESE

J%FHE] ERE OB ®REZT S7BETELASIET, PRMGHE Y F I 21TH 7 (23D 3DX G REEHE
InI

O KfE: MKBEZI/SOBEELTERL, Mt REZEEEE T H2RMVEN TS LOALYVTUERICESTR

E{RDBEHENE D=0 &I HEEEETIEELD, FICEIEHIERZZAVTHEDEREELALE

JFRELTEAS-OEAENEL

FZP % Structure-Aware Keypoint Extraction St . Po
X OCI L] -or
$ F : G
: 2 . g F = @» z
- 3D lifting 1 g2 9 E £
' — z EQ ) 23— =5 S
! 2 3 =3 J 7 §E z
1 = : s
4 = b | Fipta X =% £
' =z K4t | Predictor M, t PLa 5 B
Query Image & : O ;I Oe g g 4R
F:!D I KV . r\:;sk M, E' E !
r :‘ ictor g
F Z —l o O v H
= ‘ i3 |—m - H
3D lifting o k g g O g
Fiptr X, -
: - (a): Framework Overview
__________________________________________________________________________________________
\(b): 2D Correspondence-Based Methods!(c): 3D Correspondence-Based Methods @ — v e
! ' 1 N Blo c
""""""""""""""""""""""""""""""""" O ! @
—»%"’ _’D"® o ®—> Fiprq— = »@-» £ — Py —» _’katvw:_’ E :Xb)
‘;“'5 .I \®->x — s ! Xq
I3 [0, Heatm: F T ey R W \eocotoesteecostsos oyt 7
a 4 Nx H, b ?« ROPE <— Xiept,r
= %] D OBEOs
k‘p
(b): Structure-Aware Keypoint Ext ’ (©: St e
1
Q (® ROPE Positional Fusion (O] ise Product () Q) Keypoints in reference image /A /\ /A Keypoints Shate| Parhe

uoneyuasarday
2MINS

!

Reference Image

1
I
(a): Relative Pose Estimation)|
I

uonevwnsy
2uapuodsario)
AEMY-NJINIIS

X
(d): Our Method
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| atent Drifting in Diffusion Models for Counterfactual Medical Image Synthesis

O #HE: EEREGROERIE. EREGENDLGENEWNSEENDS-ORE# o=, DELREN S THEERINE R
TE5#F Ll Latent Drifting (LD) 1%,

QO 8t /A XDRN%E -BERBIERIZIOIEWINTGA—FEEAL., BESTEFAMUHE (BARERE) THRAIZ
To9 . [ HIARRETEA-GEIZESIEILT Hh 1EREZE (counterfactual) EL THEMIZERELI-&R/I &
kﬂ:ﬁ:ﬁEEtL—C*&jo

O KfiE: BREBESEBREBADS AT VYV IZEHL-6H. FHLWVBERYIMIEFEZIRELLITTEL,
%?’EE@@&E%EE@%*H%L#Eh\ﬁl‘—_'ll,\o PDIEVWVHBOEEREER T —30 0 BEERBEERE A AT REIZ%

Alzheimer’s Disease — Healthy Young — Old Disease: Pneumomd

LD (Ours) Difference Source Target LD (Ours) Redl Sdmple w/o LD LD (Ours)

https://latentdri
fting.qithub.io/
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Multi-modal Vision Pre—training for Medical Image Analysis

0 8 MRIOBHIEA—WENSERDES )T —5HRIETEE, ZOLOHESLT(RICHEENH D, MRIEE
DECHEHYFED-OICIFERDES ) T4—E2 BT T —FEIMIBETHD, ‘ \

0 FiRt: X )TAHOHERBEESHTEE T 501, 16,0224 (2405 L) . BEBEOMRIERL Y TA—T—4
T YRFRBEIORES ) T4 RIREMEEDEEFRETH-ODIDDREARY (VORE—F LEEBIERL.
Eg'iv‘;%j’ﬁ@ﬁﬂﬁﬁég ERX)TATUTU—REE) TYUIILTFE—FILEBEZRIFEZEHEL. THRARIT

? d:l‘l:l o

o ?{ﬁg: NEITOREDT -3V EBEL-ANERBLLL, T2tV MNITTLEEREESBMEICKEE

',F o 7z

o Multi-modal MRI Images >N ( Modality-aware Contrastive Learning AY Cross-modal Reconstruction
lr(u) Multi-modal datasets
| Study 1
1 A X
| T TICE T2

| CEmy
Cross modal reconstruction Modality-wise data distillation = Modality-aware contrastive learning |

___________ | s .

| Segmentation 1 Segmentation N Classification 1 Classiﬁcati(c)m N | O httos.//glthub.com/shaohaoO1 1/BrainMVE
o e W

{ A& \wa NC & \ASD |
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Memories of Forgotten Concepts

O M= KHEIX AIETILRISEESIN - BEHRIZFFL., EEARETHAZEZHON L, BEDEBE
MGIEIETHEBRTF R IZANS LT, SHSN - S0 RELBEBREERTESEFTRLT-, \
O FHRE: KARE AN EBERETEEITEETSCENRETHLIETHE— B (ZTRLE= HESN =T —
A BEERRETHSI LT RT T . HEDHMSIEEEMIZH T 5B ENLHEMEEZFE/RYICLT -,
O RS SN LTEMATIELGL EQYESVVDEL-EHRELTEBEEZRIZHFEET S EFESE, i,
%Eﬁ%&*ﬁ;&@%’éﬁﬂﬁ?‘é&?lm HINEGEI IR EITTIENDEE I1ZERTANENBHTHRETH
— R<LTLYS,

https://matanr.qgithub.io/Memori
es_of Forgotten_Concepts/

Encoder Diffusion Diffusion
Inversion Inference

nstruction Quality
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MotionPRO: Exploring the Role of Pressure in Human MoCap and Bevond

o BE: ARXTIE. EAEUY— RGBEUH— AFEH—EHMEL-RKRELZARBEX Y I FrT—2 Vb
'MotionPRO IZ1E5 5, E NES DR EMELADMME . LOHTLHNPHTORER L. SLUVEEMNL/ —F v
IVEL—T U DERENRLTLND,

o PR ARBORDKIGHREE, TILFE—FILT 3V BEL, AMEBRMEX YT FYICEITAENEROE
%MQ BZBEITRRELICEICH D, LY BIMEEBLERKICE TAAIETILOYEMRERLBES M LT

o RTFE: :I:jJ‘l:'fU'—T—’ﬂé‘l_Jlﬁl BMYALZET, fﬁ(uﬁw)é:‘)?&iﬁ'“l ERICERMICLDS, OvTREDER
BEZEDRFRIDH. RER(INZEAEH—T 2RI AFCO v TOLSHEBMBED I LD —XFHIZH

WT, R ERAEZRET S, *EEE’]%?S%\U’ELZ?&EE&%E@E’LH%’&%{ L. COKRIGHEMTEER DI
HEDHEERCARHTOLY IEETREFGTEMBZAIREIZT 5,

ical Car ' 1 Pressure Mat
048 15 m i i
120Hz 2
s

O https://nju-cite-mocaphumanoid.github.io/ ‘
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CRISP: Object Pose and Shape Estimation with Test—Time Adaptation

o BIE: CRISPIX. E—DRGB-DEIENCORTYAREZ LM IREHTE T HSHLLVEE, RRDODYEKR~DEICTE
E.TAMNEBODEBICKDAKRRIER AL X vy T DIBELICEND, COVATLAIL, ORTAI XA PHLRIRER
ENEHRRICHEI—T YMIEZETSN TS,

o ¥R CRISPOELHBEIT. MADHTIVIIKELGEWERBLBIRH#EE 7 I7O0—F(ZHY .. BRIRH#ZT D
%ttzjﬁib\o Ff-. MR GETAMNFES AN X LEZEAL., RADOYAEOIRE IR T H5RUVGRIEEREEZEIRL
—CL\ o

O RfE: CRISPAMAERDATI) —ZFHHIZHOESTEMARD R LB IRIEEZETTESRAIZNEN., ZDAH
T I EIEKELGESTHY .. RANDOYMAEANFETIREHFEDOLFIAIZENT, BHTRAEOF L

FiEEGD,
CRISP Pose and Shape Self-Training
Shape Head SDF Decode Corrector for Test-time Adaptation
—> CRISP
M LP \
—>SDF Corrector
S
©
ViT FiLM g
Backbone | 8‘
PNC Head Solver g ;
(6]
R |
e b —> (Rt
> DPT »z > \"/ )

https://qithub.com/MIT-SPARK/CRISP?ta
b=readme-ov-file
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| essons and Insights from a Unifying Study of Parameter—Efficient Fine—Tuning (PEFT) in Visual
Recognition

O ME: KHEXNE. \ERBHRICHITEN\TA—F—hERWERAE (PEFT) FEZOMEFHEL . BULMAZEEE
JET, BHRGPEFTZ7 JO0—F N ELOBEZER T HEERLTD,

O R FHloMigEsrrT(cirhbhod . BLREAPEFTFEEIFELDLIFAEIS—FE L. ZHGIRMA/ 4
TFANRBRET A EERIELTLNS, \

O K& FRPEFTFENMBEDBEERNATREETHCENEEZT . BE—DIBREBRERITEEET . FEE
BDOEBAINIFRIRTHA A EXTRLTILNS,

w
& 60.0
L
w
o %~ Linear : LoRA Adapter 575
© 60 m Ful =
g ® PEFT Range ' L e 2 55.0
Bl
5 40 : 1634 1559 %525 CLIP-Zero-Shot ® WISE_LORA
‘g . <« 7] ® WIiSE_Convpass ® WIiSE_FacT_TK
a - P : = WiSE_Full WISE_BitFit
© 50.04 = =
°>’ ' ‘ ‘ . * 1425 > @® WISE_RepAdapter @® WISE_LayerNorm ,
S ®© i i ,
B 0. ! .! ' - ' @ 8 Ed 878 930 € 475 ® WIiSE_Adapter WiSE_AdaptFormer
- g
£ i © 5.0
-20 e - o
A AL ~ = >
SSESELESTESSITESSFE 1701 =
TV VF LTI TSRS 425
L & & ® & S & & & Q K X3 & : . . : . :
Cs5 9 F YT ESE S ¥ ¥ & S 68 70 72 74 76 78
C % & C & 92 SSF Fine-tuning accuracy (ImageNet)

(a) Accuracy gain vs. linear probing on VTAB-1K (19 tasks) (b) Prediction overlaps (5K most confident)  (c) Target distribution vs. distribution shifts

CVPR25/

O https://zheda-mai.github.io/PEFT Vision
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CraftsMan3D: High—fidelity Mesh Generation with 3D Native Diffusion and

Interactive Geometry Refiner

a 1%% BB IREERRB CTIERTE. AV 329 T4 IR EF AT REIZ T 2FH LLDAER Y AT L%
It o

O HHKE 5%, 58, mETRELIDT —ADERETILEIRET 5, \

QA Kf1E: NIEID7EVrEBHERTESAREIMD AL, LLMR—AD3ID— 5 piEfAEHENIX, 3D
T—AFEDOREEE—RICEERTESEEELH D,

Stage 1: Coarse Mesh Generation Stage 2: Effective and Interactive Refinement
4 ‘i i _ Image Feature | S d w
I - \“,‘ 17 Extraction | &
a Cute dT'QSOV\ Camera — ‘ %
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FirePlace: Geometric Refinements of LLM Common Sense Reasoning for

3D Object Placement

O BE: ATDIMEREESRYIC MLLM Z2REIERT 55 EZHEL. "FirePlace’ 12 EL 1=,
O R A7 a3 2B HOBRBTIRTT 5L MLLMO # iR EH R LT 5,

Stage 1: Stage 2: Stage 3: Stage 4: Stage 5:
Constraint outlines Anchor object Chosen surfaces Feasible layouts Plausible layouts
Instruction: Two animal ~ N g B

ﬁguril'les are placed on Extraction direction is down.
the window seat.

Contact (
“Bottom of
the animals”,
“Top of the
window seat”)

Input 3D Scene

NoOverhang (
“Bottom of
the animals”,
“Top of the
window seat”)

Extraction direction is up.

\_ -

3D Geometric Reasoning
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Thinking in Space: How Multimodal Large | anguage Models See, Remember,
and Recall Spaces

a R MLLMIEIBIE N oEFNFH LW ERIMAEZRY A, HRICIEFRRS, TS TRRMGIT =T4T I

TH&IZID,
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Sonata: Self-supervised learning of reliable point representations

O #2: Sonatald, ZREGFANZMRIEL T ANSNEREADIREZRILTHIET, REFOEC KA
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CVPR Al arts
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MoGe: Unlocking Accurate Monocular Geometry Estimation for

Open—-Domain Images with Optimal Training Supervision

O MWME - LKHEXXEI.E—DANEBRHIS IDRHFEIVITEERTEIT—FTIFFEIRELTILNS,

O RS . COMETIE. RT—ILPEBROEELXZ(TEWN T IR EIDRAV IV TNEASINTINS, ChIZkY ., ERIREEOHLVEL
SHLLEY, KYRELI-FENAREELY  AATNTGA—E3F D EBELET [CE—DEENSERE 3DBEMNAIEEIZL-T-,

O RfE  ZFBHAIRIICEDQISITERTESINEICEKEZEIM Nz, EERMIZIE. 1HOEENSIDI—UZFBEETAHEIZ. BEM
[EREERTAAEFTLBUOMNEEZ -, 22 IE ANERIZT TIZEIUTAvI - RA—IN—E D3OSR LA FHNTLSIEES . O—DF
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Multi—view Reconstruction via STM—guided Monocular Depth Estimation

O BE: AMEX. SIMASDEBRNEREILBA—ADFEEH EIZHA AT HLWLV T ITO—F%IE

SY. BRADERECIYILFELA—D—ELEEETFTAMNTREICL D,

O RN - SIMARBEERHLTIMBRETILEFEALT. Yy F I ZREEETITVIILFEL—E

[C—ELEREZFRL. CnZzEALTEREDIDEBERZEZREET 5,
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Image Generation Diversity Issues and How to Tame Them

o BEE - ABIEL, BBRERFIRIDSHREETHMT 5O DFLWVAESEIRS) EZRELTLD., COIERER
WBE, REEDIEEETILIE, FHZEITELTE. FN—=2 0 TR HFETHZHEEDRK 77% LHvA
IN—TELHWNCEND Mot T BEHBETETILDINIA—T U RITEIS(ZELL S, ZORRICE#ET 5N
T . EEZLIF. BEEFIEHICT AL EHEEEDAIEFBIELT. ABOEDHDRLUSRILFFIHFFZTO—F
IRELTLVS,

o TR COMBEREZTAN—TAOHLWNMEEZEELTWS, MEKDETILIX, FHAHEEREZERLTHS
BRENMEWEETHACENTRINTLVS,

scentis: 1 Model Tmage Resolution _ FID | Prec. 7  Rec.7  Dems.T  Cov.1 Vendi7  IRS.., f (Ours)
: i Pixel diffusion
8 e ADM-256 [12] 256 6.01(3030) 0.82(0.57) 0.62(0.73) 1.08(041) 091(040) 70.94(36.18) 044 (0.20)
Transformer
. DiT-XL/2-256 [36] 256 22.15(872) 094 (0.69) 034(0.76) 1.58(0.70) 0.85(0.84) 12696 (58.15) 023 (0.33)
DiT-XL/2-512 [36] 512 2299(9.54) 0.96(0.70) 027(0.73) 1.90(0.72) 0.86(0.82) 12898(55.17) 021 (0.34)
MAR-B-256 [27] 256 379(1036) 0.83(0.72) 0.67(0.71) 1I18(0.72) 0.96(0.75) 83.03(55.78) 045 (0.38)
MAR-L-256 [27] 256 330(1036) 082(0.72) 0.71(071) 1.10(0.73) 096(0.75 81.80(5595  0.56(0.38)
MAR-H-256 [27] 256 3.11(1036) 082(0.72) 072(0.71) 1.07(0.74) 0.96(0.76) 8137(5582)  0.64 (0.38)
Latent diffusion, U-Net
LDM-256 [43] 256 2609 (37.39) 096 (0.61) 021(0.68) 180(0.45) 083(028) 12694(30.83)  0.16(0.16)
EDM-2-XS-512 [24] 512 379(7502) 083 (042) 0.65(0.63) 122(025) 095(0.13) 7241(2695 046 (0.09)
EDM-2-S-512 [24] 512 333(12248) 085(033) 067(042) 126(0.16) 097(0.07) 8025@21.34) 059 (0.04)
EDM-2-M-512 [24] 512 330(107.45) 0.85(036) 0.69(0.61) 124(0.19 0.97(0.09) 8299(22.19)  0.65(0.06)
EDM-2-L-512 [24] 512 290 (118.87) 084(023) 070(051) 122(0.11) 0.97(0.06) 82.10(22.89)  0.71(0.03)
P T EDM-2-XL-512.[24] 512 292(14174) 084(025) 071(045) 121(0.12) 097(0.06) 8323(20.04) 0.7 (0.03)
Low Diversity High Diversity Predicted Diversity TR (%) EDM-2-XXL-512.[24] 512 2.87(12429) 084(0.33) 0.71(0.60) 122(017) 0.97(0.07) 8245152 075 (0.05)
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Text Embedding is Not All You Need: Attention Control for Text-to-lmage Semantic

Alignment with Text Self-Attention Maps
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FEBLTIORT 7o A BT T 7o ARy TERIT 555 coC. BREERLEETIA,
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DepthCrafter: Generating Consistent Long Depth Sequences for Open-world

Videos

A R ATV LEEIBIORATEHIE L DASOBE I TL Y DL AT I PN SIRTHDI-ORE T >
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Figure 2. Overview of our DepthCrafter. It is a conditional diffusion model that models the distribution p(d | v) over the depth sequence E
d conditioned on the input video v. We train the model in three stages, where the spatial or temporal layers of the diffusion model are ©
progressively learned on our compiled realistic or synthetic datasets with variable lengths 7". During inference, given an open-world video,
it can generate temporally consistent long depth sequences with fine-grained details for the entire video from initialized Gaussian noise, _|

without requiring any supplementary information, such as camera poses or optical flow.

Figure 1. We innovate DepthCrafter, a novel video depth estimation approach, that can generate temporally consistent long depth sequences
with fine-grained details for open-world videos, without requiring additional information such as camera poses or optical flow.
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Trends of Gaussian Splatting

o 2024FE DA A RILIZI Gaussian Splatting (GS) 17 & iR 284 1=o1=H ., 2025 (Z(F9345 ($93.3{Z D15

)
QO 3DU—2DEBEEEMCVPR 2025DE SR EFFD1DTHoI=1=8 . Gaussian Splatting [X;F B S TL =,

o CVPR 2024& 0 th 8%
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Gaussian Splatting Papers by Category: CVPR 2024 vs 2025 (CVPR 2024 ve 2025)
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NexusGS: Sparse View Synthesis with Epipolar Depth Priors

in 3D Gaussian Splatting

ad BE . IEAR—SFEEELIERIZ3D Gaussian Splatting [CEAAA T, RIN—REa2a—DH LWE1—EREHE,
o ﬁﬁﬂ :7J'?°7_'473\)l/7E]—Eﬁ“L'CIEﬁ—ﬁfﬁfﬁfﬁﬁllﬁﬁéﬁog%gﬁﬁZﬁj\?ﬁé*ﬂ,ﬁﬂ1|3T%)~'%§¥%Ef§1t¥ﬁﬁ%7ﬁ‘sﬁ)\o JOo—LoyxT
UNTTRILOTA27E7A—DANA—T TRATIN—=U % FRALT, 78—I5—%{4IL., FESHEL—THIERLTRETE/RK,
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Dr. Splat: Directly Referring 3D Gaussian Splatting via Direct Language

Embedding Registration

O 1&%: Dr. gplatliCLlPiE&b5&&’&3Dﬁ"7°/7‘/[2|§?§ﬁﬁbs LB HINAINALTA—T RN T S )—D3ID— %5
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[CaAV/NINIIEHIAARITFER T IEEFHERFE,

O &K fFE: LT TEBRELGKTEVSITATTZIEB AR, ChIZKY, T —FrvDEHADEFIN. D VTN ERIEEN D,
EAIFERAD PQ [, ARVERED NV RZHEMICZT S,
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(a-2) PQ codebook construction (b-1) Patch-wise CLIP embedding extraction (b-2) Feature registration process G - Fast
(a) Preprocessing stage (b) Training stage

[K:Sa2oidth, CVPR 2025, ] [ %]

S LIMIT.LAB

https://limitlab.xyz/


https://openaccess.thecvf.com/content/CVPR2025/papers/Jun-Seong_Dr._Splat_Directly_Referring_3D_Gaussian_Splatting_via_Direct_Language_CVPR_2025_paper.pdf
https://openaccess.thecvf.com/content/CVPR2025/papers/Jun-Seong_Dr._Splat_Directly_Referring_3D_Gaussian_Splatting_via_Direct_Language_CVPR_2025_paper.pdf
https://github.com/kaist-ami/Dr-Splat?tab=readme-ov-file
https://limitlab.xyz/

CVPR 2025 D &jj[r] - K {F= (165/181)

Creating Your Editable 3D Photorealistic Avatar with

Tetrahedron—constrained Gaussian Splatting

O MW= /\AMTYYRFTETGSR—ZADNAT A& THFANBEBAARFTEHREICEKY . BIREE N OmERIHEL
TAR) T V)R T4 9783DT INF—ZH Rl
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From Photorealism to Geometric Integrity
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RipVIS: Rip Currents Video Instance Segmentation Benchmark for Beach Monitoring and
Safety

O g% HMERBEOEODORBIELEE A ARAIRET A T—30RFT—% (RipVIS) Z4ERL (BFIZ#33

O K& BRICITTCICEERZTRTA-HODEN-VATLRHED., TNEH/O0—XGL R T LTHST-
?ﬁg%gli BADERHEEEZR D=L\ EEZTLVS, RpVISFE(IZLF-aV RT3 MICCV 2025 ThE
BFE,

s S e mommsuens et =, CVPR @B
Resi jtative) D Project page
d Rip Current Instance Segmentation Challenge (ICCV 2025)
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https://arxiv.org/abs/2504.01128
https://arxiv.org/abs/2504.01128
https://limitlab.xyz/
https://ripvis.ai/
https://www.codabench.org/competitions/9109/
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Workshop: Domain Generalization: Evolution, Breakthroughs and Future Horizon
a Speaker: Aditi Raghunathan
Title: Predicting the Performance of Foundation Models Under Distribution Shift

2 OODDFEEIIIDORBELIFIZFELEMIZFEBELTLNS,
2 IDEOODD—EEL ID &£ ODD DFEENFITHARY. HFH+EREREFZRMNAKYILD,

0 CORBURZRIZKY ., SRIVELT—RZRAVTHHYIFTTOERETIL(FM) DEREZHETE
é;&b\_.rﬁbo Eﬁ.z)

a L/75\L/ *E?&@FM-C n-l_g?_é'—t‘j: n-l-ﬁJ:T_.rﬁbo
'J—T’\‘JFO)7./9‘A§J§E‘"$ TREBE#RDOFIIRAMNIFE),
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https://cvpr25workshop.m-haris-khan.com/
https://arxiv.org/abs/2206.13089
https://limitlab.xyz/
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Workshop: Visual Generative Modeling: What’ s After Diffusion?
a Speaker: Kaiming He
Title: Towards End—to—End Generative Modeling

a AlexNetB AFH] LT =23V TlE LANV—TA XL —Z0 T BN—RI7E D) 21— 3 f=o1=,
a SHOUIARL—T4TETIUVIE BEMIZIEFELILANVY—DAXN—Z0T 1D ES7E1D,

a2 DxRL—TATETFTNZEHEIOIHETIEDICENTENIE HEOERMMAIEYHEIMNELNEL ,
a Flow MatchingZF & IXBH LG A M,

o BY3E :Mean Flows for One—step Generative Modeling

(& LIMIT.LAB .
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https://vgm-cvpr.github.io/
https://arxiv.org/abs/2505.13447
https://limitlab.xyz/
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Unseen Visual Anomaly Generation

o #E

O FRAMFICEZONh-E—DOEREREEIFTFEHAHD Stable DiffusionEFILDAHEEL . SHEMNDREMLIRIMD | BREEEE
T BFHLLTL—LT—4T Anomaly Anything (AnomalyAny) 1 Z1RE,

0 HRiE
0 JARTTULAVICE S REIESREA R BEREISERLT, BN —= S HL CREREEHE.

1 s
1 bL—= I BLOTIO—FIEBHEES, REOTL Y2y REORIERY ANSTLTERBEESSIED S

Backward Pass of LDM

l l * Trainable

Denoising Denoising

+> ——p —

UNet o ﬂ_’ UNet

Z I | Z | | Zy  A}:damaged

“borﬂe"-l Prompt-Guided Optimization

“A bottle that is damaged”

P C E e |
GPT-4 “4 bottle that has a damaged area il e

with rugged, uneven texture” 7(c")

VAE
Decoder

Zt ft

Figure 2. Illustration of AnomalyAny with details of the attention-guided & prompt-guided optimization process at time step ¢.
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https://openaccess.thecvf.com/content/CVPR2025/papers/Sun_Unseen_Visual_Anomaly_Generation_CVPR_2025_paper.pdf
https://limitlab.xyz/
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Workshop on Video Large Language Models
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https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/ARGUS_CVPR25W_CR.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/VELOCITI_CVPR25_CamReady.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/CameraReadySubmission_6_RoadSocial_VideoLLMworkshop2025.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/tvbench_vidllm_cvpr2025.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/FiLA_Video_YananGuo.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/CVPR_2025_BIMBA.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/LongVideoQA_CVPRW_cam.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/ContextualST_CameraReadySubmission12.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/STPro_CameraReadySubmission13.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/NumberIt_CameraReadySubmission15.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/CVPR25_VidLLMs_Workshop_PG_Video_LLaVA.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/HowImp_camera_ready.pdf
https://www.crcv.ucf.edu/cvpr2025-vidllms-workshop/data/accepted_papers/cvprw2025_1_ZEAL__VidLLMs_Submission.pdf
https://limitlab.xyz/
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BIMBA: Selective—Scan CGompression for Long—Range Video Question

Answering

o 3=
o VMLLMIZ KA EEEREZL. ROBEZFOESICHAGEYREICER. B RXEHOBZER NI O0IED +
DNERBEINITTToLIAV AN RX LD ZRAEIARMIEEIZH N EHEIRE,

o HTERE
O BIMBA[X. MambaDMZEMLG L ITA T AT Yo FRALTERTHENSEZLFEHREZMHMEL, a2/ Uk
TIHERESLGN—I—5 D RIZHINT 5,
o SftE
3 TAZF IR Q74— —) AYYRTIE, GPUAEYDRIEMN T CISREL, TV T N REIMGIKER
BREXNYTFITEDICEFTT D, TDT=6. BREITFEHRENEMIZETILIETES SSM R—XDF XL, B
HOERIZBEWTEILIZESTEREFEINS,

! The woman's primary goal is to buy groceries. she is shopping for items such as cereal, milk, and cookies. : I:‘Spat iotemporal Token: l:‘\ﬁsuon Queries
[ Large Language Model F‘m
t _
[ Selective-Scan Spatiotemporal Token Selector
?
Image Image Image Image | | ” ‘ l ||
Encoder Encoder Encoder Encoder
T i Based on the actions performed by the u u
1 woman in the video, determine her primary | Vi Vo Vi3 Vg ' Vi V, Vi Vg ' Vi V, Vi3 Vg, Vi Vo V3 V,

goal and support your conclusion with Forward Scan Backward Scan
1 relevant evidence from the video. .
——————————————————————————————————————————————— (a) Spatiotemporal (b) Selective Scan with () Selective Scan wth (d)Bdret nal Selective Scan with

Language Query Token Selector queries appended interleaved que nterleaved queries. /’/ﬂt/’?/:};:-w” =
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https://openaccess.thecvf.com/content/CVPR2025/papers/Islam_BIMBA_Selective-Scan_Compression_for_Long-Range_Video_Question_Answering_CVPR_2025_paper.pdf
https://openaccess.thecvf.com/content/CVPR2025/papers/Islam_BIMBA_Selective-Scan_Compression_for_Long-Range_Video_Question_Answering_CVPR_2025_paper.pdf
https://limitlab.xyz/
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Watermark

o £AETILHE

Jd  Robust Watermark against Fine—Tuning

d Box—Free Watermark Removal

1 Black—Box Forgery Attacks on Semantic Watermarks for Diffusion Models
1 BRI DA —32—<—0 /B HI7 R R 1k

A Robust Watermarking Scheme Against Partial Image Theft

(A Manipulation Localization
a 3D Gaussian Splatting

A GuardSplat, 3D-GSW
a D

d Robust Message Steganography

d Open—source Dataset Copyright

9" LIMIT.LAB ..

https:/limitlab.xyz/



https://openaccess.thecvf.com/content/CVPR2025/html/Wang_SleeperMark_Towards_Robust_Watermark_against_Fine-Tuning_Text-to-image_Diffusion_Models_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/An_Decoder_Gradient_Shield_Provable_and_High-Fidelity_Prevention_of_Gradient-Based_Box-Free_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Muller_Black-Box_Forgery_Attacks_on_Semantic_Watermarks_for_Diffusion_Models_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Liu_Watermarking_One_for_All_A_Robust_Watermarking_Scheme_Against_Partial_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Zhang_OmniGuard_Hybrid_Manipulation_Localization_via_Augmented_Versatile_Deep_Image_Watermarking_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Chen_GuardSplat_Efficient_and_Robust_Watermarking_for_3D_Gaussian_Splatting_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Jang_3D-GSW_3D_Gaussian_Splatting_for_Robust_Watermarking_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Ye_Robust_Message_Embedding_via_Attention_Flow-Based_Steganography_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Sun_EntropyMark_Towards_More_Harmless_Backdoor_Watermark_via_Entropy-based_Constraint_for_CVPR_2025_paper.html
https://limitlab.xyz/

CVPR 2025 M &A=t (174/181)

Video LLM
a JL—L/b—=U DEREEHE

A Dynamic Compression of Tokens

1 Adaptive Keyframe Sampling, Flexible Frame Selection, M—LLM Based Video Frame Selection
o BRI AR

A Sequential Knowledge Transfer

d Consistency of Video Large Language Models in Temporal Comprehension
d  Fine—Grained Compositional and Temporal Aligsnment

o BZEMIZOUTAVT
d  VideoRefer Suite, LLaVA-ST, VideoGLaMM
o it

J  Mitigating Action—Scene Hallucination
Jd Real-time interactive streaming
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https://openaccess.thecvf.com/content/CVPR2025/html/Tao_DyCoke_Dynamic_Compression_of_Tokens_for_Fast_Video_Large_Language_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Tang_Adaptive_Keyframe_Sampling_for_Long_Video_Understanding_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Buch_Flexible_Frame_Selection_for_Efficient_Video_Reasoning_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Hu_M-LLM_Based_Video_Frame_Selection_for_Efficient_Video_Understanding_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Deng_Seq2Time_Sequential_Knowledge_Transfer_for_Video_LLM_Temporal_Grounding_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Jung_On_the_Consistency_of_Video_Large_Language_Models_in_Temporal_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Kim_VideoComp_Advancing_Fine-Grained_Compositional_and_Temporal_Alignment_in_Video-Text_Models_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Yuan_VideoRefer_Suite_Advancing_Spatial-Temporal_Object_Understanding_with_Video_LLM_CVPR_2025_paper.html
https://arxiv.org/abs/2501.08282
https://openaccess.thecvf.com/content/CVPR2025/html/Munasinghe_VideoGLaMM__A_Large_Multimodal_Model_for_Pixel-Level_Visual_Grounding_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Bae_MASH-VLM_Mitigating_Action-Scene_Hallucination_in_Video-LLMs_through_Disentangled_Spatial-Temporal_Representations_CVPR_2025_paper.html
https://arxiv.org/abs/2501.03218
https://limitlab.xyz/
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Hand—Object Interaction

a Dataset
d HD-EPIC: A Highly—Detailed Egocentric Video Dataset

H

EgoPressure: A Dataset for Hand Pressure and Pose Estimation in Egocentric Vision

a 3D Generation

H

3
3

EasyHOI: Unleashing the Power of Large Models for Reconstructing Hand—Object Interactions in
the Wild

atentHOI: On the Generalizable Hand Object Motion Generation with Latent Hand Diffusion
HOIGPT: Learning Long—Sequence Hand—Object Interaction with Language Models

S LIMIT.LAB
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https://openaccess.thecvf.com/content/CVPR2025/html/Perrett_HD-EPIC_A_Highly-Detailed_Egocentric_Video_Dataset_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Zhao_EgoPressure_A_Dataset_for_Hand_Pressure_and_Pose_Estimation_in_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Liu_EasyHOI_Unleashing_the_Power_of_Large_Models_for_Reconstructing_Hand-Object_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Liu_EasyHOI_Unleashing_the_Power_of_Large_Models_for_Reconstructing_Hand-Object_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Li_LatentHOI_On_the_Generalizable_Hand_Object_Motion_Generation_with_Latent_CVPR_2025_paper.html
https://openaccess.thecvf.com/content/CVPR2025/html/Huang_HOIGPT_Learning_Long-Sequence_Hand-Object_Interaction_with_Language_Models_CVPR_2025_paper.html
https://limitlab.xyz/
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Workshop: 4D vision Modeling the Dynamic World

1. 4D Gaussian Splatting

4D LangSplat: 4D Language Gaussian Splatting via Multimodal Large
Language Models 4D LangSplat

TRL-GS: Cascaded Temporal Residue Learning for 4D GS
TRL-GS

2.3D )X 4D AT MEHAHEED £ AL
CVPR Poster Category-Agnostic Neural Object Rigging

Birth and Death of a Rose
Anymate: A Dataset and Baselines for Learning 3D Object Rigging

3.4D BHERL

St4RTrack: Simultaneous 4D Reconstruction and
Tracking in the World St4rtrack



https://4d-langsplat.github.io/
https://arxiv.org/pdf/2505.18306
https://cvpr.thecvf.com/virtual/2025/poster/33567
https://chen-geng.com/rose4d
https://anymate3d.github.io/
https://st4rtrack.github.io/
https://limitlab.xyz/
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Insight : 4D vision Modeling the Dynamic World
- Gaussian-Splatting(34D 2 E7 CH5& /1 4D LangSplat

- 4D LangSplatld. YILFE—FIJLLLMIZE>TER SN =, TFRT T3>
% . 4D gaussian splattingRIZITIEBDHIAL ZET. A—T R FvT 3 — M D5
TiezE# L=t T4v - VTUZEREEIS,

AT ONER DOFERZELDERK

- The rose of Deathl%2D Diffusionh 528 L1=4DDHEFIHRIEIZL- T,
BHEA IO INDOEBERIBTEZEE,
Birth and Death of a Rose



https://4d-langsplat.github.io/
https://chen-geng.com/rose4d
https://limitlab.xyz/
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VideoGigaGAN: Towards Detail-rich Video Super—Resolution

O HMERESNEETIVEHEGaN) X HATIL—LEARTERELHFN—EHEOEAZERL. BEOETLIVISVEFEHREZER,

O FIRM: VideoGigaganld. TA TV T B EDT—T 4777 RIBIZERB LGNS, BRIBEBDTAT—ILERHMNE—BEMOmMAZEHAT-
HERERET L/,

O [FS:IL—LBEDO—EMHERENOMAZRIRTHEVNOHE (FFFRDFE,

Input BasicVSR} 1 GigaGAN

Yiran Xu et al. “VideoGigaGAN: Towards Detail-rich Video Super—Resolution”, in CVPR 2025

9 LIMIT.LAB .
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https://openaccess.thecvf.com/content/CVPR2025/papers/Xu_VideoGigaGAN_Towards_Detail-rich_Video_Super-Resolution_CVPR_2025_paper.pdf
https://limitlab.xyz/
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SAMWISE: Infusing Wisdom in SAM?2 for Text—Driven Video

Segmentation(Highlight)

O #WE: SAMWISEIXBAR S EEMEFRIIET YT AFine-tuningEL TIIE T A EICKYTFRMNEFH B DO E Y AV T—
DHDIZSA:I\EJAZ*EL&%% o BIIA T O ORDINTDA—I U RER ESEDT=HISAM2BEE DM SYF T INAT AERET HHLLY
EVa—ILELEA,

0 %‘?:.}E]'I‘E: SQMZO) FoyFx U THIRERRLGAS, ERETILEEFEE THLEK TXFRAMNEEDHE I A T—3V %R
RRIZEH,

O SffE: FEEERER. SAMPOSAM2ER—X [ZLTZIREM BN L ATHN TS Fine-tuningza{Thd [TTFRANTAV T

RETSI-CEMNRFITEIRM,

RVOS Streaming processing

MOTION REASONING: TRACKING:
action that unfolds over multiple frames occlusion handling

TARGET: absent LEARNABLE CORRECTION:
MATCH: red shirt detected object—switch

M | [P U INC -:‘ l:-
Segment Allythlng 2 No global context - Require entire video @ SAMWISE (Olll' S)
SPATIAL  TEXT  CORRECTION TEMPORAL + Efficient processing - Global context SPATIAL  TEXT CORRECTION TEMPORAL
PROMPT PROMPT MECHANISM  FEATURES . SAMWISE < PROMPT PROMPT MECHANISM FEATURES
X human X i / / learnable
Context propagatton
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https://openaccess.thecvf.com/content/CVPR2025/papers/Cuttano_SAMWISE_Infusing_Wisdom_in_SAM2_for_Text-Driven_Video_Segmentation_CVPR_2025_paper.pdf
https://openaccess.thecvf.com/content/CVPR2025/papers/Cuttano_SAMWISE_Infusing_Wisdom_in_SAM2_for_Text-Driven_Video_Segmentation_CVPR_2025_paper.pdf
https://limitlab.xyz/
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Wonderland: Navigating 3D Scenes from a Single Image
0 BE ER+HASOIBNBDL —o~, DASHE A LB EHSET L ZBFAL. BEBEEEALH YL TUET
O1—K (BEVAETI—4 £ B HELRMETFILEANEZ )

O FRE: Ta7ILAATHETED 21— IL- O—F+FIEHR YDA T, ETILAAAS OB ZERZR 1R KO IZHIHE, BT
LRM - FfESN BB ET IILOBEEZRNCEEA DO T7oETI—K,

O SftE:. COAEE. BEZERML. BROBDBEERETIILEZFEALTCSEF AT LQRRATYY) EWSBHMLE7 I O—F 425
RIEL. BIEVAETO— 45 42BERETIIVICEEESHRADSCET,. CNARXRTYIDT77O0—FIZHiH,

3D Patchify |
& Linear

Single Image

Noise

I I s ]
| | : E | =
: Video Latent . - ' .
w@ | {_’ o Novel View

‘ ‘ Camera Embedding Visual Token Camera Token VisCam Token D Cam-LoRA &9 Zero-linear [: Transformer Block @ Element-wise Su
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https://openaccess.thecvf.com/content/CVPR2025/papers/Liang_Wonderland_Navigating_3D_Scenes_from_a_Single_Image_CVPR_2025_paper.pdf
https://limitlab.xyz/
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4Real—Video: Learning Generalizable Photo—Realistic 4D Video Diffusion

O BE: 4RTEEIL. 28T (YEAHAS  XEAKERE) ELTRBTES . 200HEN S 2 o =-ELTADE DEEILIT
(AASAERIE - BRI A BRI Z L) (ZRISL . I DD EE L. 5 (BRIAERLE - HASHBIZ L), COTF—SEEEHLEIZ,
BRUDTIEERT DILETET ILEEE,

O HRE: BEEEEHNAASES1—ILEBA 2AN) — LGB T7—53 T 9FvEER. —HDAN —AFFIZHLTEAE

FEF, 53— HDAN) —LIEFIR U TR ERETS. SIS A T+r—<—BO®ICRLNEAELT,

1T,

I Hard Sync
£ Ay, = Mod_Linear(y}, y%; o
“A cat eating fried chicken, static camera.” Y1 & (yl Yi )
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| Video Diffusion Model ‘

Camera Ctrl i era circulating around a cat ..."”



https://openaccess.thecvf.com/content/CVPR2025/papers/Wang_4Real-Video_Learning_Generalizable_Photo-Realistic_4D_Video_Diffusion_CVPR_2025_paper.pdf
https://limitlab.xyz/

LIMIT.Lab

A collaboration hub

for building multimodal Al models under limited resources
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Limited Resources, Unlimited Impact
with Multimodal Al Models

Al foundation models are increasingly dominating various academic and industrial
fields, yet the R&D of related technologies is controlled by limited institutions capable
of managing extensive computational and data resources. To counter this dominance,
there is a critical need for technologies that can develop practical Al foundation
models using the standard computational and data resources. It is said that the
scaling laws no longer provide the reliable roadmap for developing Al foundational
models. Our community (LIMIT.Community) and the international lab (LIMIT.Lab)
therefore aim to put in place exactly those technologies that permit the construction
of {Vision, Vision-Language, Multimodal}Al foundational models even when compute
and data are limited. Drawing on our members’ prior successes in (i) generative pre-
training methods that can be applied horizontally across any modality with image,
video, 3D, & audio, and (ii) high-quality Al models from extremely scarce data (including
a single image), we have been committed to Al multimodal foundational models under
very limited resources. As of 2025, LIMIT.Lab is composed primarily of international
research teams from Japan, UK, and Germany. Through collaborative research projects
and the workshop organization, we actively foster global exchange in the field of Al
and related areas.

Left: Core members / Right: Our mission

o
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@ LIMIT. [/\/O/’/(Shop Home Call for Papers Program Organizers Contact C

Representation Learning with Very Limited
Resources: When Data, Modalities, Labels,
and Computlng Rgsources are Scarce

A -~
025 Workshor

4;\

A October, 2025 © Honolulu, Hawaii

Submit Paper Check Program

Please submit your paper to the ICCV25 LIMIT Workshop!
Deadline: July 10 (HST) / Length: 4 pages
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About LIMIT Workshop

Modern vision and multimodal models depend on massive datasets and heavy compute, magnifying costs, energy use, bias,
copyright, and privacy risks. The “DeepSeek shock” of January 2025 spotlighted the urgency of learning powerful representations
under tight resource limits. Now in its third edition, our workshop continues to explore strategies for robust representation learning
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https://iccv2025-limit-workshop.limitlab.xyz/
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Join us! —> Slack invitation [Link]


https://join.slack.com/t/limit-community/shared_invite/zt-1oov3gv0h-kaLICu0jm_wzm0_H6D46Lw
https://limitlab.xyz/

